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1

In 2017, the Economist proclaimed that data was the new oil.1 Just as trade 
in oil has underpinned the global economy for a century, flows of data—
the most valuable resource of the twenty-first century—now drive eco-
nomic value. Indeed, in 2017, all five of the world’s most valuable publicly 
traded companies specialized in digital technologies, whereas just a 
decade earlier three of the top five companies were in the energy sector.

This does not mean that the energy sector has been left behind by 
the digital revolution. To the contrary, digitalization is at the heart of 
the tectonic shifts that are starting to reshape the energy landscape. As 
energy industries produce ever more data, firms are harnessing greater 
computing power, advances in data science, and increased digital con-
nectivity to exploit that data. These trends have the potential to trans-
form the way energy is produced, transported, and consumed.2

An important potential benefit of this digital transformation of 
energy is a reduction in global emissions of greenhouse gases that 
cause climate change; the elimination of such emissions from the global 
economy is known as decarbonization. By enabling clean energy sys-
tems that rely on low-carbon energy sources and are highly efficient in 
using energy, digital innovations in the energy sector can speed decar-
bonization. Yet they are not guaranteed to do so. In fact, digital innova-
tions could well increase global greenhouse emissions, for example, by 
making it easier to extract fossil fuels.3

To determine the potential for digital technologies to speed a clean 
energy transition and to make recommendations to promote this out-
come, the Council on Foreign Relations convened a workshop in New 
York, on February 22 and 23, 2018. The gathering included nearly forty 
current and former government officials, entrepreneurs, scientists, 
investors, executives, philanthropists, and policy researchers from 
around the world. Participants laid out a wide range of areas in which 
digital technologies are already enabling clean energy systems and 
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2 Digital Decarbonization

could achieve much more; they also cautioned about serious risks that 
will attend the digitalization of energy and need to be managed; and 
they articulated actionable recommendations for policymakers in the 
United States and abroad to ensure that digital innovations bring soci-
etal benefits and, in particular, speed decarbonization.

To guide the discussion, participants produced twelve essays on 
various topics related to digitalization and clean energy systems. This 
volume compiles those essays into a narrative spanning opportunities, 
challenges, and recommendations. 

T HE DIGI TAL WAVE  
OF CLE AN ENERGY I NNOVAT ION

Investment in clean energy innovation has been volatile over the last 
decade. In 2008, venture capital investment in clean energy start-up 
companies reached record levels as private investors sought to trans-
form global energy systems by funding innovative technologies to pro-
duce solar power, store energy in batteries, harness biofuels to displace 
petroleum, and more. But then their investments failed at a staggering 
rate: venture capital investors lost more than half of the $25 billion they 
had invested in clean energy technology companies between 2006 and 
2011. As a result, they sharply pulled back funding for the sector.4

Yet as Stephen D. Comello argues in his essay, a new crop of inno-
vative clean energy start-ups in the electric power sector is rising from 
the ashes of the failed investments from the last decade. His data shows 
that a range of investors—from venture capitalists to electric power 
utilities—are ramping up funding for a new wave of clean energy 
innovation. Comello argues that investments in technologies to pro-
duce renewable energy (such as new solar energy materials), which he 
dubs wave 1 investments, are substantively distinct from today’s wave 2 
investments, which might actually make money for investors.

Whereas wave 1 was about energy supply, wave 2 is all about energy 
delivery and consumption. Comello argues that digital technologies—
including digital communication, data analytics, and system automa-
tion software—are making it possible to operate electric grids more 
efficiently and enable consumers to use less energy. And in contrast to 
wave 1 companies, which required massive amounts of investment capi-
tal to scale up new energy materials and manufacturing processes, wave 
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2 companies have so far required far less capital—less than half, accord-
ing to Comello’s data. Therefore, investors can afford to spread their 
capital over a broader portfolio of companies to hedge their risk. They 
might even realize investment returns more quickly because a wave 2 
company might be able to bring a digital innovation to market faster 
than a wave 1 company could commercialize a breakthrough in labora-
tory science.

Most workshop participants were cautiously optimistic about this 
digital wave of clean energy innovation, but some raised concerns 
about its viability. One pointed out that firms in the energy sector, such 
as electric power utilities, are generating tremendous volumes of data, 
but often that data is not produced in standard formats across or even 
within firms. Improvements in the quality and standardization of data 
will be needed for start-ups to meaningfully harness that data. Another 
participant argued that collaboration between electricity utilities and 
start-ups, while essential for digital innovations to be adopted at scale, 
is complicated by cultural differences. Utilities seek to ensure reliable 
electric service to customers and therefore prize stability, whereas 
start-ups are focused on rapid change. Working together will require 
that each side understand the other’s priorities.

David Victor’s essay also raises concerns that wave 2 start-ups might 
not succeed in overhauling energy systems as rapidly as optimists esti-
mate. He argues that “Silicon Valley is better at silicon than at crossing 
valleys,” asserting that successful firms that have emerged from the Sili-
con Valley innovation model—from Intel to Facebook—have created 
new markets and established natural monopolies. In energy, by con-
trast, start-ups seek to conquer markets that have already been monop-
olized by incumbent firms such as electric power utilities. Doing so is a 
tall order, and Victor advises reserving judgment on the success of the 
new wave 2 investment thesis until the actual performance of start-ups 
can be evaluated.

Victor’s most pointed rebuke is that digitalization is not necessar-
ily going to benefit clean energy systems any more than dirty energy 
ones. He predicts that digital innovations will have far-reaching and 
unpredictable effects, but he also argues that digitalization is an “equal 
opportunity revolution.” For example, firms are using digital technol-
ogies to reduce the cost of extracting oil and gas, which could enable 
greater consumption of fossil fuels and overwhelm the carbon savings 
from other digital innovations that increase energy efficiency. Victor 
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concludes that digitalization can decisively favor clean energy systems 
only if public policies incentivize decarbonization. Unfortunately, he 
laments, the increasingly powerful renewable energy lobby does not 
advocate for such policies, preferring instead to target narrow incen-
tives for renewable energy that would not promote a range of innova-
tions, including digital ones, to cost-effectively slash carbon emissions.5

Workshop participants had a spirited discussion about whether digi-
tal innovations would naturally advance decarbonization without public 
policies such as a carbon price. Despite broad agreement that digitali-
zation could help fossil fuel companies, some participants postulated 
reasons why the effects of digital innovations might skew toward reduc-
ing carbon emissions. One suggested that digital technologies promote 
efficiency, and using less energy—clean or dirty—will reduce carbon 
emissions. Another added that digitalization enables more decentral-
ized energy systems—such as electric power microgrids—and that 
such systems can be more efficient in their energy consumption and 
also rely on clean energy sources such as distributed solar panels. Not 
everyone agreed, however. In a poll of the experts at the workshop, 27 
percent dissented from the thesis that “digital innovations are very 
likely to advance, rather than hinder, clean energy and decarboniza-
tion” (see figure 1).

FIGURE 1 .  E XPERTS’  A SSE SSMEN T OF T HE STATEMEN T:  
“ DIGI TAL I NNOVAT IONS ARE LI KELY TO ADVANCE ,  RAT HER 
T HAN H I NDER ,  CLE AN ENERGY AND DECARBON I Z AT ION ”

Source: Survey of workshop participants.
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DIGI TAL OPP ORTUN I T I E S

Although digital innovations cannot be guaranteed to advance clean 
energy systems and reduce emissions, opportunities for them to do 
so are abundant. Workshop participants focused on the opportunities 
for digital innovations to decarbonize electric power and transporta-
tion systems.

Electric Power

Participants were most enthusiastic about the opportunities for digital 
innovations to transform the electric power system and make it more 
efficient, resilient, and clean. Some of the enormous value of these 
opportunities arises simply because electricity systems around the 
world are both massive and antiquated. Basic digital upgrades, such as 
equipping power plants and the grid with sensors to enable more effi-
cient operation, could reduce the amount of wasted energy in power 
generation and delivery as well as cut system costs. Already, in 2016, 
global investment in digital electricity infrastructure and software bal-
looned to $47 billion, a figure greater than the amount spent on natural 
gas-fired power plants.6

But, as Lidija Sekaric writes in her essay—a survey of digital oppor-
tunities in the power sector—upgrading the existing electricity system 
is only the first step in an electric power revolution. The most important 
effect of digital innovations, she asserts, will be the decentralization of 
power systems around the world. She argues that “a fully transactive 
grid of the future could empower prosumers (consumers of energy who 
also produce it) to trade electricity at the edges of the grid.” That future 
would stand in stark contrast to the existing model of centralized gen-
eration of electricity, followed by one-way transmission and distribu-
tion to customers.

Sekaric lays out an incremental path for digital innovations to gradu-
ally decentralize the grid. She foresees digital technologies in the coming 
years enabling the centralized grid to integrate the proliferation of dis-
tributed energy resources, such as solar panels. She also argues that 
electric system operators will be able to marshal multitudes of internet-
connected electric appliances and battery banks, which can modulate 
their energy use (and output, in the case of batteries) in aggregate to act 
as a virtual power plant. Such plants could rapidly compensate for the 
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intermittent output of wind and solar power, enabling a greater pen-
etration of such clean energy sources. Finally, Sekaric is bullish about 
microgrids, which use digital technologies to balance demand with 
supply from local energy sources. As a bonus, advanced microgrids can 
seamlessly disconnect from the main grid—for example, to keep criti-
cal facilities running in the face of a disaster—and to provide support to 
the grid during connected operation. These advances are held back, she 
argues, by power sector regulations that have been slow to keep up with 
the pace of technological improvement and business model innovation.

Ben Hertz-Shargel elaborates in his essay on the conditions needed 
to enable such a decentralized electric power system. He argues that the 
current rise of distributed energy resources threatens the stability of 
the grid by making it difficult to balance supply and demand, especially 
at local scales. For example, electric vehicles can increase demand for 
power beyond what a distribution circuit can deliver; conversely, roof-
top solar panels can send power from customers back to the grid, over-
loading equipment intended to only handle power flowing in a single 
direction. But Hertz-Shargel also recognizes that distributed energy 
resources can be orchestrated to restore stability to the grid.

He argues that new economic markets—known as distribution 
markets—are crucial to realizing a future in which customers deploy 
their distributed energy resources to help balance supply and demand 
at all points in the electricity network. A system operator would moni-
tor real-time operational data across the distribution grid and calculate 
prices for electricity services every few minutes at each local node in the 
network. Customers would then transact in those markets; as Hertz-
Shargel foresees it, smart software agents would save customers the 
trouble of managing their energy use and distributed energy resources 
themselves, by instead controlling multiple customer devices for them 
simultaneously to most efficiently clear the market and save customers 
money. Ultimately, dynamic distribution markets could drive further 
innovation in the digital technologies needed to manage distributed 
energy resources. In turn, utilities would have less need to maintain an 
expensive, centralized electricity network.

During the workshop, some participants called this futuristic vision 
of a decentralized, highly efficient, and transactive electricity system 
a utopia. Participants stressed the serious obstacles to achieving this 
vision, including the need to deploy substantial infrastructure such as 
smart electricity meters and grid sensors as well as the technical and 
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political complexity of implementing distribution markets. Some ques-
tioned whether such a fully decentralized electric power system will in 
fact be necessary to decarbonize the electric power system. Indeed, one 
participant noted that plenty of low-hanging fruits—such as improv-
ing the energy efficiency of buildings—could substantially reduce 
emissions even without a transformation of the electric power system. 
Nevertheless, participants broadly agreed that in the coming years, dis-
tributed energy resources will play an increasingly important role in the 
historically centralized power sector.

Transportation

The transportation sector poses an even greater decarbonization chal-
lenge than the electric power sector. Whereas cost-competitive clean 
power sources, such as wind and solar power, are beginning to make a 
dent in the global dominance of fossil-fueled power plants, oil retains 
a vice grip on the transportation sector. Recognizing this, the Barack 
Obama administration’s 2016 blueprint for slashing U.S. greenhouse 
gas emissions foresaw eliminating electric power sector emissions 
almost entirely, leaving room for transportation emissions to fall less 
rapidly and dominate U.S. emissions by midcentury.7

As Peter Fox-Penner points out in his essay, encouraging the adop-
tion of electric vehicles—thereby linking electric power and trans-
portation—is the most important element of decarbonizing the 
transportation sector. Not only are electric vehicles more efficient than 
conventional vehicles fueled by petroleum, but if the electricity system 
can decarbonize rapidly, then electric vehicles will also get even cleaner. 
Yet he cautions that digital innovations will be needed to integrate a 
rapidly rising share of electric vehicles, which will otherwise strain the 
grid. He urges policymakers to guide investment in a network of electric 
charging stations that are “intelligent and well integrated with the rest 
of the power system,” so that electric vehicles “could represent sources 
of electricity storage and load management as well as regulation of grid 
frequency and voltage to ensure [grid] reliability.”

Fox-Penner notes, however, that even as the rise of electric vehicles 
advances decarbonization, the concurrent rise of autonomous vehicles 
adds substantial uncertainty about future emissions from the trans-
portation sector. Firms including Uber, Alphabet, Tesla, and Gen-
eral Motors are busily harnessing digital advances in sensors, data 
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processing, and artificial intelligence to improve autonomous technol-
ogy. The effect of autonomous vehicles on transportation sector emis-
sions is highly uncertain, Fox-Penner notes. By making travel much 
cheaper and more convenient, autonomy could increase the number of 
vehicle miles traveled. But autonomous vehicles might also encourage 
carpooling and help ferry passengers to clean mass transit options. Fox-
Penner concludes that policymakers need to learn much more about the 
effects of autonomous vehicles and the cost of the infrastructure they 
will need, and proactively guide autonomous vehicles to complement, 
rather than compete with, mass transit.

Rohit T. Aggarwala drills into the potential effects of autonomous 
vehicles. Not everything is uncertain, he argues, and he lays out a set of 
expectations. For example, he is reasonably confident that taxi fleets of 
autonomous vehicles will emerge in cities within the next five years, fol-
lowed shortly thereafter by commercial sales of autonomous vehicles. 
Autonomous vehicles will likely improve safety on roads, not reduce it. 
They will compete with public transit on low-volume routes or off-peak 
hours but will not replace high-density routes. Finally, autonomous vehi-
cles will not immediately be fully electric—the digital equipment required 
for autonomy, such as sensors, can overtax the battery capacity of electric 
vehicles—but a gradual merger between electrification and autonomy 
could take place as batteries, sensors, and computation all improve.

Yet Aggarwala acknowledges several areas of uncertainty. Govern-
ments and the public could be reluctant to permit autonomous vehicles 
on roads, and fatalities in March 2018 involving Uber and Tesla vehi-
cles further reduce certainty over when autonomous vehicles will gain 
acceptance.8 In addition, Aggarwala imagines radically new business 
models emerging to take advantage of autonomy, such as constantly 
cruising warehouses offering five-minute merchandise delivery, which 
could dramatically alter vehicle usage. He urges policymakers to con-
sider investing in redesigned roads and new digital infrastructure, 
implementing congestion pricing, and establishing standards for safe 
autonomous driving. 

Workshop participants homed in on the massive uncertainty for 
future emissions that the arrival of autonomous vehicles brings. 
Indeed, projections vary wildly between halving and doubling emis-
sions, depending on how much additional driving autonomous vehicles 
cause, how many of them are electric, and how they interact with mass 
transit.9 In addition, participants pointed out that many other digital 
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innovations could transform transportation and, in turn, influence 
the sector’s emissions. For example, autonomous drones could alter 
demand for freight; so could additive manufacturing (also known as 3D 
printing), which could make it easier to disseminate electronic designs 
to locally produce goods, reducing freight demand and upending exist-
ing models of product storage and distribution.

So whereas participants were relatively confident that, in aggregate, 
digital innovations would advance clean energy systems, when it came 
to transportation they tended to believe the opposite. More than two-
thirds of participants predicted that the digitalization of mobility would 
increase, rather than decrease, greenhouse gas emissions through 2040 
(see figure 2).

Big Data and Data Science Applications Across 
Energy Sectors

The dramatic increase in energy-related data—produced by grid sen-
sors, smart meters, autonomous vehicles, and other digital equipment—
is creating opportunities to better understand and manage complex 
energy systems. In parallel, advances in fields such as machine learning 
have made it possible to glean insights from large datasets. Workshop 

FIGURE 2 .  E XPERTS’  A SSE SSMEN T OF T HE STATEMEN T: 
“ DIGI TALI Z AT ION OF TRANSP ORTAT ION WI LL DECRE A SE 
GREENHOUSE GA S EM ISSIONS T HROUGH 2040”

Source: Survey of workshop participants.
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participants were enthusiastic about harnessing data across energy sec-
tors to promote clean energy systems, but they cautioned that several 
barriers need to be surmounted in order to do so.

Kyle Bradbury lays out a taxonomy for the application of data science 
to energy systems in his essay. (He also makes an important distinction: 
big data refers to large volumes of data, whereas data science refers 
to the application of statistics, mathematics, and computer to extract 
insights from data.) He first identifies opportunities across the electric 
power sector. To better integrate clean electricity from intermittent 
wind and solar, data science can enable better forecasting of renewable 
output and customer demand and help system operators ensure they 
are balanced. Data science can also aid system operators in orchestrat-
ing large numbers of distributed energy resources. And it can help resi-
dential customers save energy by disaggregating smart meter data to 
determine which appliances are the most intensive energy users; it can 
also promote energy efficiency in buildings by informing intelligent 
management of building heating and cooling patterns.

But the applications of data science are not limited to individual 
energy sectors; rather, Bradbury argues, data science can help plan and 
operate complex energy systems that cross multiple sectors that might 
traditionally have been isolated. For example, data science can make 
it possible for electricity system operators to recruit fleets of electric 
vehicles to serve as mobile batteries to support the grid. It can also help 
developing countries determine how best to expand electricity access to 
rural communities that lack it by predicting which areas are most easily 
served by centralized transmission lines and which are better suited for 
isolated microgrids.

In his essay, Sunil Garg dives deeply into a single application of data 
science to promote clean energy. He shares his company’s experience 
conducting predictive analytics on fleets of wind turbines to improve 
turbine operation and reduce maintenance costs. For example, Garg 
shares an anecdote about an instance when his company analyzed 
sensor data to determine that a turbine was about to fail and managed 
to fix the problem that could have led to a much costlier malfunction. 
He also provides examples of cases in which his company could increase 
the power production from turbines by spotting turbines that were pro-
ducing less power than neighboring turbines.

Garg also shares valuable insights about the difficulties that new com-
mercial entrants face in seeking to harness data science to disrupt the 
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business models of incumbent equipment manufacturers. For example, 
U.S. copyright law is unclear about whether equipment manufacturers 
can restrict access to the data produced by machines. So wind turbine 
owners and third parties might not be legally allowed to harness turbine 
data to conduct predictive maintenance.

Workshop participants broadly agreed that a scarcity of nonpro-
prietary data is a serious barrier to the application of data science to 
energy. Several participants noted that academic research studies often 
use datasets that belong to a corporation and cannot easily be shared 
with other researchers for the purposes of replication. For example, 
electric power utilities often require researchers to sign nondisclosure 
agreements to access and analyze electricity consumption data from 
smart meters. 

Participants suggested that academic journals should require 
researchers to publish the company from which they obtained their data 
so that others can seek to replicate their research results. In addition, 
participants stressed the importance of building open-source data-
sets that contain energy data, so that researchers and firms can train 
machine learning algorithms that work as well in energy as they do in 
other fields. Finally, to address challenges in the energy sector, one par-
ticipant proposed hosting predictive modeling and analytics competi-
tions to elicit new approaches to harnessing data science; this approach 
has succeeded in other fields, such as computer vision and biology, and 
is conducted by organizations such as Kaggle.10

MANAGI NG T HE R ISK S  
OF DIGI TAL I NNOVAT IONS

Alongside sweeping opportunities to advance clean energy systems, 
digitalization also raises serious risks. For example, the proliferation 
of internet-connected devices on the electric power system, from grid 
equipment to customer appliances, might not only enable more effi-
cient operation of the system but also present a multitude of new access 
points for malicious hackers seeking to steal sensitive customer data or 
even take down the grid. Workshop participants grappled with how pol-
icymakers could minimize these risks—spanning cyberattacks, privacy 
breaches, and economic displacement—while maximizing the benefits 
of digitalization.
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In his essay, Erfan Ibrahim lays out prudent safeguards that elec-
tric power utilities should implement to guard against a range of cyber 
threats that could endanger the reliable supply of electricity or expose 
customer data. No longer can utilities count on security-by-obscurity, 
a relic of an era when the electric power network had minimal digital 
connectivity and was hard to simply control, let alone hack. Today, he 
warns, the power system faces an array of threats, from foreign hack-
ers to disgruntled insiders already in possession of access codes to the 
network. Therefore, utilities should overhaul their business processes 
to ensure cybersecurity across their operations.

In addition, Ibrahim lays out a four-layer cybersecurity architecture 
that establishes what he calls defense-in-depth. By this, he means that 
even if an attacker breaches the first layer of defense, additional safe-
guards will contain the attack. The first layer, including elements such 
as password protection, provides basic assurances that only legitimate 
users can access the network. The next layer, which monitors the system 
for the signatures of malicious software, aims to prevent and contain 
intruders. The third layer is even more sophisticated, protecting against 
insider threats by dynamically adapting to identify suspicious behav-
ior within the network. The final layer—endpoint protection—guards 
against attacks on the devices and equipment at the edges of the electric-
ity network. All of these layers collectively can help utilities ensure that 
the grid continues to operate reliably and safeguard customer privacy 
from attackers even as digitalization advances.

Although cyberattacks can threaten customer privacy, they are 
not the only cause for privacy concerns in an increasingly digitalized 
electric power system. Rather, the mere fact that digitalization could 
enable the collection and storage of massive amounts of customer data 
is unnerving to privacy advocates, who fear that firms and governments 
that obtain the data through legitimate means could intrude into indi-
vidual privacy. In her essay, Jesse Scott surveys privacy risks across 
countries and suggests a path forward for policymakers. Data can be 
extremely revealing, she notes. For example, highly granular electric-
ity consumption data collected by utilities through smart meters can be 
disaggregated to discern an individual household’s consumption habits 
down to the appliance level or to locate empty homes, and analysis of 
commercial building energy consumption could reveal proprietary 
business practices. But the same data can also be put to good use, for 
example, by enabling utilities to pinpoint ways for customers to reduce 
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their energy use or identify which customers might benefit from install-
ing distributed generation.

No one-size-fits-all policy recommendation can help navigate this 
trade-off between harnessing customer data and protecting privacy, 
Scott argues. Rather, prudent policies will depend on cultural context. 
Nevertheless, Scott notes, jurisdictions can learn from one another. 
For example, California and South Korea have pioneered privacy pro-
tections on energy data, such as that from smart meters, and the Euro-
pean Union has enacted a comprehensive privacy regulation, known 
as the General Data Protection Regulation, that protects customers’ 
privacy across economic sectors including energy. Finally, Scott also 
discusses the risk of economic displacement arising from digitaliza-
tion in the energy sector. She concludes that uncertainty is substantial 
over whether autonomous vehicles will spur large job losses, such as in 
trucking. She is confident, however, that across a range of fields from 
power plant operation to energy-efficient equipment installation, work-
ers will need to be trained in new skills related to digital technologies.

Workshop participants were most concerned about cybersecurity 
risks. Over 90 percent expressed more concern about the risk of cyber-
attacks than about privacy breaches or economic displacement. Partici-
pants noted that even though decentralizing the grid might improve its 
resilience to natural disasters and physical attacks, the proliferation of 
distributed energy resources might increase cybersecurity risk by creat-
ing new access points for malicious actors. One participant argued that 
the digital architecture of the grid should therefore be sectionalized; that 
is, self-sufficient zones of the grid should be independently operated by 
distributed computing infrastructure rather than by a system operator 
using a centralized cloud computing approach to control the grid.

Participants emphasized the importance of designing cybersecurity 
and privacy regulations specific to the energy sector, to clarify regula-
tory uncertainty and avoid regulations tailored for the financial services 
or health-care sectors governing the energy sector. One participant 
remarked that the protections for the data produced by an electrical sub-
station should look markedly different from the protections afforded to 
a customer’s personal health data. Finally, participants noted that even 
with privacy safeguards in place, such as anonymization of smart meter 
data, personal information could still be exposed if someone with access 
to the anonymized data were to cross-reference that data with another 
dataset, such as satellite imagery, to identify the energy consumption 
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data that corresponded to particular homes. This insight suggests that 
policymakers need to be even more thoughtful when designing regula-
tions to protect customer privacy while enabling the collection of data 
useful to advancing clean and cost-effective energy systems.

P OLICY RECOMMENDAT IONS

Digital innovations represent a bright spot in the landscape of energy 
innovation. Recognizing this, workshop participants noted that poli-
cymakers should be judicious with their interventions. One participant 
cautioned against treating all barriers to digitalization as nails to be 
struck by the hammer of public policy. The role of policy should be to 
set the right incentives for free markets to spur digital innovations to 
promote clean energy systems.

In their essay, Richard Kauffman and John O’Leary explain how New 
York State is incentivizing electric power utilities to innovate digitally. 
Historically, regulations in New York and other states have incentivized 
utilities to build centralized infrastructure; doing so benefits utility 
shareholders, who earn a return on capital expenditures. As a result, 
New York’s electricity grid is centralized, inefficient, and underutilized. 
Utilities have little incentive to modernize the grid and save customers 
money, given that over 90 percent of the customer rates that they collect 
simply defray costs, rather than benefiting shareholders.

But one of the goals of New York’s Reforming the Energy Vision 
agenda is to transform this incentive structure. New York is rewriting 
its regulations, Kauffman and O’Leary note, to compensate utilities 
whenever they save customers money—this is known as a shared sav-
ings model, in which the utility’s profitability is tied directly to lower 
customer bills. Utilities are also encouraged to turn to private markets 
for creative solutions to achieve these savings. Often, the most efficient 
solutions involve digital innovations. For example, in the state’s Brook-
lyn-Queens Demand Management program, the utility Con Edison is 
working with distributed energy resource providers to avoid building a 
$1 billion substation. The utility is investing in a portfolio of approaches 
to reduce peak energy demand, including by installing energy storage 
and efficient customer equipment and by making digital upgrades so that 
customer demands become more responsive to the grid’s needs. Overall, 
the program could save customers hundreds of millions of dollars.
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New York is not the only jurisdiction experimenting with regulatory 
reforms. One participant noted that in the United Kingdom regulators 
have turned to a sandbox approach to pilot innovative technologies and 
systems. In a regulatory sandbox, limited to a particular section of an 
electric power system, firms can test out a concept such as a peer-to-peer 
electricity trading system facilitated by blockchain technology without 
the constraints of regulations that would otherwise prevent such trad-
ing. This approach can enable a successful demonstration project that 
serves as an example on how to alter regulations to foster innovation.

Singapore is another leader in its embrace of digitalization, and 
Hiang Kwee Ho writes about the city-state’s approach to becoming a 
“smart nation.” Singapore has ambitious goals for reducing its green-
house gas emissions, and its government recognizes that even though 
it has limited land on which to build renewable energy projects, digi-
tal innovations can accelerate its sustainability efforts. Ho writes that 
Singapore seeks to optimize the operation of electricity production, 
transmission, and delivery; design mobility systems that pair autono-
mous vehicles with mass transit; and simulate its complex and intercon-
nected heating, power, transportation, and industrial sectors to identify 
opportunities for reducing emissions.

Not only will Singapore’s energy-specific measures reduce its carbon 
footprint, but its broader digital policies should also result in efficiency 
gains for its energy systems. For example, the government is investing 
in high-speed broadband networks, sensor networks, and research and 
development into digital technologies such as artificial intelligence. Rec-
ognizing that Singapore cannot meaningfully influence global emissions 
through its own sustainability initiatives, the government is aiming to 
lead regional energy cooperation through the Association of Southeast 
Asian Nations (ASEAN). For example, Ho suggests, Singapore hopes 
to deploy digitalization to manage a pan-ASEAN power grid that can 
integrate substantial amounts of intermittent renewable energy.

Workshop participants also discussed what types of digital infra-
structure governments should fund. Participants generally agreed that 
some equipment, such as electric power transmission sensors known as 
phasor measurement units, are prudent investments for governments 
to ensure efficient and reliable electricity delivery. Agreement was 
weaker on whether other types of hardware—from digital communica-
tions infrastructure to intelligent vehicle chargers—should be funded 
by the public or private sectors.
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Several participants argued that carbon pricing was an essential 
policy to ensure that digital innovations do, in fact, advance clean 
energy systems and reduce carbon emissions. Few disagreed that digi-
talization has transformative potential for the energy sector and that 
private activity in the sector is only increasing. But the question par-
ticipants kept returning to was in which direction this digital wave of 
innovation would carry energy systems.



Part I: The Digital Wave  
of Clean Energy Innovation
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Following the rise, commercialization, and diffusion of renewable 
energy technologies, digital technologies represent the next wave of 
innovation in the electric power sector. Through advances in comput-
ing power, data acquisition, and networking capabilities—all of which 
have occurred largely outside the energy industry—digital technologies 
promise to make power systems around the world more resilient, flex-
ible, cost effective, and clean. 

In operational terms, digital technologies comprise three basic ele-
ments: data, analysis, and connectivity. Data refers to the creation 
and capture of information in a digital (electronic) form. Analysis is 
the transformation of data via computation into human-, device-, or 
machine-readable results. Connectivity is the exchange of data through 
telecommunication networks. 

Over the past decade, digital technologies have proliferated across 
all industries in the wake of marked cost reductions and performance 
enhancements. The electricity industry has long used digital tech-
nologies—in fact, utilities and grid operators were early adopters of 
information and communications technologies (ICT). In recent years, 
however, these technologies have migrated from large proprietary sys-
tems developed by a handful of legacy companies to devices at the indi-
vidual building level, often disseminated by firms large and small that 
are newcomers to the electricity industry. Examples of offerings aimed 
at these markets include smart thermostats (Nest), intelligent lighting 
(WeMo), home hubs (Amazon Echo), real-time energy consumption 
and device-level control (Newatt), and interactive software for cus-
tomers to modulate their demand in response to electricity grid needs 
(OhmConnect). Moving digital technologies closer to the end user is 
bringing about greater convenience, comfort, and control—as well as 
less energy consumption and cost—to a large number of customers. 
These newly empowered businesses, homeowners, and individuals 

Trends in Early-Stage Financing  
for Clean Energy Innovation
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are placing increasing value on such energy services, inducing further 
demand for innovations. 

Yet the proliferation of digital technologies at the grid’s edge is also 
causing headaches for the utilities and system operators who increas-
ingly have to manage a dizzying array of distributed energy resources 
as well as a rising share of intermittent renewable energy supply. For-
tunately, other digital technologies can help them do so. Indeed, in 
2016, approximately $47 billion was spent globally on infrastructure 
and software directed toward upgrading legacy ICT systems and digi-
talizing the electricity sector to operate the electricity system more 
flexibly, integrate more renewable energy, and better manage cus-
tomer demand.1

Start-ups are an important source of digital innovation. They are 
growing in number and are being supported by a range of early-stage 
investors. If start-ups offering digital energy solutions can hone their 
business models and successfully collaborate and compete with energy 
incumbents, then this wave of clean energy technology investment 
could prove more durable than the last one, in which investors poured 
billions into companies from 2008 to 2011 and lost most of the money. 
Already, this second digital wave is showing more promise than the first 
wave of investment. But ensuring its success and realizing the benefits 
of digital innovation will require collaboration among the private, non-
profit, and public sectors.

A NE W WAVE OF I NVE STMEN T I N CLE AN 
ENERGY I NNOVAT ION

The activity of early-stage investors is a bellwether for an industry’s 
future. Early-stage investors provide grant, seed, and series-round 
capital to start-ups and include venture capital (VC) firms, corporate 
venture capital (CVC) divisions, government funding agencies, incuba-
tors and accelerators, and high net worth individuals. Within the clean 
energy sector, the focus of this investor class has shifted over the past 
fifteen years from energy generation technologies and hardware devel-
opment (wave 1 technologies) to energy end-use efficiency and digital 
technologies (wave 2 technologies) (see figure 1).2 

The digital technology offerings by wave 2 start-ups can be divided 
into four broad categories: energy management, data analytics, 
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communication platforms, and marketplace platforms. Energy man-
agement includes sensing, data acquisition, and system control technol-
ogies across scales (home, building, cluster, system wide). Data analytics 
refers to the computational programs and methods used to convert data 
inputs into useful forms. Communication platforms refer to marketing 
and information-sharing forums for customers. Marketplace platforms 

FIGURE 1 .  GLOBAL TRENDS I N I NVE STMEN T BY E ARLY-STAGE 
CAPI TAL PROVI DER S FOR WAVE 1 AND WAVE 2 FI RMS

Source: Underlying data provided through CB Insights; subscription furnished by Stanford Graduate 
School of Business. 

FIGURE 2 .  AVERAGE TRANSACT ION SI ZE S FOR WAVE 1 AND WAVE 
2 FI RMS

Source: Underlying data provided through CB Insights; subscription furnished by Stanford Graduate 
School of Business.
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refer to transaction and trading platforms, including distributed con-
sensus-based platforms. 

In 2017, early-stage capital providers contributed approximately $382 
million in funds across ninety-four wave 2 deals. Energy management–
focused start-ups received 50 percent of this capital and accounted 
for 43 percent of all transactions, followed by data analytics solutions 
providers, which accounted for 21 percent of funds received and 23 per-
cent of transactions. The average deal size for these two categories was 
$4.7 million and $3.9 million, respectively, relative to $4.1 million for 
all digital technologies in 2017. The transaction size is instructive inso-
far as it represents a reduction from historical averages for both wave 
1 and wave 2 clean energy technologies (see figure 2). When less capi-
tal is required to explore a business model, potentially more start-ups 
can be funded, ceteris paribus; this increases the probability of finding 
a successful venture soon. In digital technology start-ups in the energy 
sector, VCs are increasingly seeing the capital-light opportunities they 
prefer relative to the prior decade. 

Of the firms that received the earliest venture funding (seed and 
series A) during 2016 and 2017, approximately 60 percent focused on 
the commercial and industrial sectors, and 25 and 15 percent primarily 
households and utilities, respectively. As a customer segment, commer-
cial and industrial users are plausible early adopters of new technolo-
gies because they are sophisticated customers, possess a base data layer 
to work with, and face substantial energy costs. However, at the same 
time, start-ups that focused on the residential market had the largest 
average deal size ($5.9 million versus $4.1 million for commercial and 
industrial). One possible reason for the attractiveness of investments 
in digital technologies targeted at the residential sector is the presumed 
future market size of the smart home, with its promise of a myriad of 
connected devices, battery storage, solar generation, and electric vehi-
cles, creating opportunities for new products and services. 

With respect to capital providers, the support for digital energy tech-
nology start-ups has been broad based. Focusing on seed and series A 
funding transactions, two hundred distinct investors participated in 126 
transactions.3 Whereas 87 percent of the investors were either VCs or 
CVCs for series A, the distribution of seed capital providers was more 
diffuse, government and incubators/accelerators representing 45 per-
cent of participating investors. Notably, only 10 percent of these capital 
providers were utilities; 8.5 percent were foreign and 1.5 percent U.S. 
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based. This statistic suggests that utilities have been slow to capital-
ize on the opportunities digital innovations present and could suffer 
competitively as a result. In the electricity sector, one feature of digital 
energy services is the low barrier to entry: creating compelling offer-
ings directed to customers in the form of a plug-in device, app, or online 
platform often does not require the utility or a proprietary platform 
to act as an intermediary. There is a proverbial race to the customer to 
offer products and services, given that margins on electricity are falling 
and the prospects for competition at the distribution level are increas-
ing. U.S.-based utilities have only recently begun working with start-
ups to update their business models.

T HE ROLE OF OT HER ACTOR S

For digital technologies to enable a flexible, reliable, cost-effective, and 
clean electricity system, support is required from a constellation of actors 
broader than just VC investors. In particular, both public policymakers 
and nonprofit entities can provide support that can supplement private 
investment and enable start-ups to commercialize digital innovations.

The first need is expanded support for applied research into digi-
tal technologies. Government entities that support applied research 
include the Advanced Research Projects Agency-Energy (ARPA-E) at 
the federal level and the Electric Program Investment Charge in Cali-
fornia. Both support the interdisciplinary research and development 
needed to advance energy-specific aspects of digital technologies, such 
as the ability to monitor the grid, use predictive analytics, integrate 
data, and minimize the latency of digital communication. Their support 
also touches cybersecurity, which is now one of the greatest strategic 
concerns of utility executives.4 Such funding programs are critical to 
developing core digital technologies; these programs should therefore 
be expanded.

Beyond applied research, some government programs provide cru-
cial support for subsequent stages of commercializing new technolo-
gies. These programs include the small business innovation research 
(SBIR) and small business technology transfer (STTR) funding vehi-
cles furnished by the U.S. Department of Energy. The department 
has announced funding opportunities for 2017 and 2018 that empha-
size digital innovation, making specific calls across department offices 
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including “advanced digital network technologies and middleware 
services,” “sensors and control—novel concepts for blockchain-based 
energy systems,” and “cybersecurity for solar devices.” Although the 
competitively awarded SBIR and STTR grants should continue and per-
haps expand, more could be done with existing funding by reducing the 
size of each grant to match the low capital requirements of digital tech-
nologies. For some digital innovations, grants in the range of $15,000 
to $50,000 could inform go/no-go decisions for further development.

Finally, outside the public sector, nonprofit incubators and accelera-
tors provide platforms for experimentation, information exchange, and 
mentorship, and offer an efficient forum to scrutinize ideas to reduce 
uncertainty in investment quality.5 Moreover, given the velocity at 
which new digital technologies and their business models are coevolv-
ing, incubators and accelerators provide a window for incumbent 
energy companies to change their business models. The venues offer a 
“light-touch” opportunity for incumbents to experiment without high 
capital or organizational commitment. Examples include the Elemen-
tal Excelerator in partnership with Hawaiian Electric Company, and 
IDEO CoLab, which develops and demonstrates digital technologies 
applicable to both the financial and electricity industries.6 Consortia 
that include utilities as well as start-ups, capital providers, and other 
relevant actors create more than just the opportunity to observe; they 
provide an impetus for strategic organizational change within utilities, 
whose participation is crucial if digital technologies are to be adopted 
at scale.
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The energy industry is experiencing waves of innovation and more 
are to come. These waves have enabled profound improvements in 
the management of complex systems. For example, in many electric 
power markets, even as intermittent wind and solar electricity replaces 
more predictable power from conventional plants, better management 
of electricity systems has kept total costs from rising. This outcome 
reflects the confluence of many innovations. Some relate to improve-
ments in the materials and construction of solar and wind power gen-
erators as well as energy storage equipment. Others relate to business 
model innovations that have opened up new supplies of capital. But the 
innovations at the center of the energy industry’s rapid changes are dig-
ital. New sources of energy system data, such as from low-cost sensors, 
and the ability to harness that data thanks to increases in computational 
power and new data science techniques, have enabled the efficient man-
agement of complex stochastic power supplies and expanded availabil-
ity of information to customers and system operators. The disruptions 
and transformations these innovations bring to the world economy 
could be as significant as those that followed the rise of electricity and 
oil a century ago.1

Barely a decade ago, the power industry was a paragon of stasis. High 
levels of regulation and state ownership, combined with high capital 
intensity and long investment cycles, meant that the future of the indus-
try was easy to predict and not much different from the past. As a result, 
despite a recent flurry of investment in renewable energy, the actual 
penetration of clean energy technologies remains little changed from 
a decade ago, except in a few jurisdictions such as California, Hawaii, 
and parts of Germany. Recent innovations, however, could drive a clean 
energy revolution, especially if digital technologies make it possible to 
orchestrate clean and complex energy systems.

Digitalization: An Equal Opportunity 
Wave of Energy Innovation
David G. Victor
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But four reasons bolster skepticism that digitalization will, on auto-
pilot, advance clean energy systems at the expense of dirty ones and 
reduce the energy sector’s overall carbon footprint—the primary pre-
requisite for combating climate change:

■■ Rising venture capital (VC) investment in Silicon Valley start-
ups peddling digital clean energy technologies may not actually 
herald the arrival of world-beating firms. The innovation model 
that has spawned big changes in information technology (IT)—
and on which the future of energy is imagined—is poorly suited 
for the energy industry. Even though digital start-ups could 
improve upon the dismal performance of their predecessors—
makers of new clean energy hardware—they could also fall 
short of rapidly transforming an industry dominated by slow-
moving incumbents.

■■ It is unclear whether digitalization will help clean energy any more 
than it will dirty energy. Indeed, even though digital innovations 
will probably speed the deployment of renewable energy, they 
could plausibly benefit traditional energy sources, such as oil and 
gas, even more. Digital innovation, by itself, spells neither the rise 
of renewable sources nor the demise of fossil fuels, for the same 
forces that facilitate clean energy revolutions are improving every 
other segment of the energy industry—including fossil fuels.

■■ Biasing digitalization toward the promotion of cleaner energy 
systems will require policymakers to enact regulations that incen-
tivize decarbonization, for example, by pricing carbon emissions. 
The problem is that no powerful lobby exists to support such 
policies. Instead, the renewables industry has masterfully cre-
ated a political coalition that equates green energy with renew-
able energy when, in fact, it is far more cost effective to generate 
useful energy with a small environmental footprint without rely-
ing solely on renewables.

■■ The one certainty from the digital wave of innovation is that the 
future of the energy system is becoming increasingly uncertain. 
Digital upgrades to energy systems are important, but their over-
all effect is highly unexpected. Digital innovation is allowing the 
energy sector to change faster than before, for example, by speed-
ing decentralization. But not only will it speed decentralization of 
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the energy system, it will also open up the energy sector to new 
competitors and technologies, making it harder to predict where 
the energy system is headed.

SI LICON VALLE Y IS BET TER AT SI LICON 
T HAN AT CROSSI NG VALLE YS

Silicon Valley, as a shorthand for the American model of IT innovation, 
has generated enormous and rapid changes in technology. The funda-
mental attributes of the model are well known: clusters of innovation 
sources (universities and government labs) with large network effects, 
easily claimed intellectual property rights, and prodigious sources of 
early-stage capital. These attributes have most notably helped technol-
ogies that can scale quickly and ideally become natural monopolies by 
providing services that nobody thought they needed.2 

Starting about fifteen years ago, this model was replicated on energy 
darlings of the day—fuel cells, energy storage, and a few others. The 
results have been discouraging. Cash burn was high, profitability elu-
sive. A few exceptions—such as Tesla and Stem—aside, firms have 
struggled to gain market share. High-return exits have been rare. From 
2002 to 2012, deal flow in clean technology rose from essentially zero 
to about seven hundred, and total investment climbed past $7 billion. 
Today the numbers are about two-thirds that level.3 Surely, some strik-
ing new developments have emerged—such as the efforts of the Break-
through Energy Coalition, surprising advances in technologies such as 
small modular reactors and even nuclear fusion, and a nascent uptick 
in investment in digital technologies—but these are exceptions rather 
than the rule. 

The prevailing pessimistic narrative is right. An innovation model 
that relies on quick scaling into monopoly will not take fundamental 
risks in energy systems. That is why VC investment in early-stage clean 
technology ventures remains flat; instead, nearly all of VC investment 
is concentrated on late-stage firms. Indeed, since 2008, four-fifths of all 
clean technology VC funding have gone to late-stage firms.4

The answer to this problem is funding that is patient and focused 
on overall social return. In some instances, governments have pro-
vided that answer. China has become the driving force in the global 
solar industry through massive injections of reliable capital from 
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state financing systems and some private investment in an ecosystem 
in which state institutions help lower risk.5 Although the accomplish-
ments are huge, the vast majority of the investment in China focuses 
on existing technology suites; evidence is mounting that the efficiency 
of China’s efforts to translate resources (e.g., money and people) into 
viable investment remains low. 

Most disturbing is that traditional government sources of research 
and development funding have not kept pace. Substantial evidence 
shows that the United States has learned how to effectively spend public 
funds on early-stage energy-related technologies. Even so, actual fund-
ing levels remain erratic.6 In addition, funding within the states, even 
as it rises, tends to focus on safe bets. For example, the vast majority of 
California’s Energy Commission funding for advanced energy projects 
concentrates on deployment of known technologies, such as microgrids 
and storage, rather than research and innovation.

Recent data showing a creeping increase in early-stage private invest-
ment in digital technologies is indeed promising.7 But the data does not 
entail the conclusion that the Silicon Valley model has finally alighted 
on a way to transform the energy sector after its false start a decade ago. 
Especially given the financial disaster resulting from the last wave of 
clean energy investment, it is prudent to wait and see whether this new 
digital wave of clean energy investment in fact bears fruit. In the mean-
time, the default assumption should be that the energy sector is fun-
damentally resistant to change, and most start-ups seeking to establish 
natural monopolies will run into the buzz saw of existing monopolists.

T HE SYSTEMS RE VOLU T ION IS NOT  
JUST FOR GREENERY

IT is transforming complex energy systems. Renewable sources of 
energy are assumed to be environmentally friendly. Greener energy 
systems are essential to mitigating climate change. Therefore, the logi-
cal fallacy follows, the IT revolution will help energy systems fix the cli-
mate crisis. The reality is different. 

IT in the broadest sense is making renewable energy systems much 
more capable. IT, along with improved materials, is also making it pos-
sible to build low-carbon nuclear reactors at affordable prices, at least in 
the markets where regulation and oversight permit so. 
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But IT and a host of other Silicon Valley innovations will potentially 
have the most profound effect on the traditional industries of oil, gas, 
and conventional electricity because these industries have strong existing 
incentives for better performance and huge potentials to realize that per-
formance through systems integration. From 2008 to 2014, the price of oil 
fell by a factor of four, and given huge losses in the upstream sector, expen-
sive oil projects were all put on hold. Since 2014, as the “lower for longer” 
mindset about the persistence of low oil prices became entrenched, drill-
ers found ways to make their systems perform better. This came from 
improved simulation and fault analysis, better integration of subsystems, 
and better planning for outages, such as through predictive maintenance.8 
Control of complex combustion processes—essential for reliable power 
plants, including fossil-fueled ones with or without carbon capture and 
storage (CCS)—is plausibly poised for similar improvements. 

For offshore drilling, these improvements have cut costs by per-
haps one-third in just a few years. On land, a host of distinct but related 
changes has made horizontal drilling and fracturing of wells for shale gas 
and oil production much more productive and profitable. In the Perm-
ian Basin of west Texas and southeastern New Mexico—just one of the 
major shale oil–producing regions in the United States—oil production 
is steadily rising and stands at nearly three million barrels per day, even 
as only a tiny fraction of the resource is being tapped. Given breakeven 
costs of less than $30 per barrel, drillers envision a future, perhaps in a 
decade, of ten million barrels per day from this region alone. 

Thus, the IT revolution has been an equal opportunity revolution, 
and though the narrative generally focuses on how it favors renewables, 
it is in fact shifting supply curves outward for nearly all rival sources of 
energy. To paraphrase the former Saudi Minister of Oil and Mineral 
Resources Ahmed Zaki Yamani, the Oil Age will not end for lack of oil, 
just as the Stone Age did not end for lack of stones.9

T HE RENE WABLE S LOBBY IS NOT  
A DECARBON I Z AT ION LOBBY 

For digitalization to favor energy systems with a lower carbon footprint 
than today’s, public policies that realign the market’s incentives and 
aim at decarbonization will be required. Yet the policies that the most 
powerful clean energy lobby—renewables—has pushed for would not 
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create strong incentives for decarbonization. As a result, digitalization 
will continue to equally enable clean and dirty energy. Along the way, 
tremendous political capital will be spent lobbying for policies that are 
ostensibly clean but in fact do little for decarbonization.

Politically, the most extraordinary shift in the energy industry over 
the last two decades has been the rise of a durable lobby for renew-
able energy. This lobby emerged haltingly at first, but as investment in 
renewables grew, the lobby went mainstream and became powerful.10 
This process has been the most conspicuous for wind and solar, but in 
markets where biofuels play a big role—such as the United States—the 
biofuel lobby has emerged in similar ways. The renewables lobby has 
successfully advanced renewable energy, but emissions have not gone 
down decisively. In Germany, most famously, emissions have stayed 
roughly flat despite massive investment in renewable energy. Prodi-
gious investment in lignite coal, along with reductions in nuclear power, 
have offset gains in renewable energy. 

The renewables lobby has its challenges. The small one is that it 
has not been particularly adept at pushing for what is needed to make 
renewables actually work at scale. In the United States, the lobby is skep-
tical of grid expansion because that could allow competition with other 
energy sources (even coal), even though bigger grids are much better at 
integrating renewables. The lobby has, for the most part, not got seri-
ous about storage; when it has, it has focused mainly on lithium bat-
teries, which are poorly suited to massive integration. The big issue is 
that all-renewables grids are probably an expensive and unreliable way 
to cut emissions. Almost no plausible route exists by which the renew-
ables lobby refashions itself to allow new low-carbon entrants—such 
as nuclear and CCS—to become a decarbonization lobby. Politically, 
those sources of low-carbon energy will be viewed as rivals even though 
technologically they are complements; consider, for example, the lack 
of any broad-based interest in nuclear power within the renewables and 
green communities despite growing fear of climate change. 

PREDICTABI LI T Y OF T HE SYSTEM  
HAS GONE DOWN

A system on the cusp of radical transformation is difficult to forecast.11 
Large parts of the energy value chain are becoming decentralized and 
open. That flat, open topology shifts authority and influence away 
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from incumbent firms and infrastructure and toward new entrants and 
even consumers. Not all those entrants exist currently, so how they will 
change the system is difficult to anticipate. 

Predictability has also declined because the waves of innovation 
affecting energy industries substantially change the way systems inter-
act with one another. Each of these innovations has proved hard to pre-
dict. Together, the interactions among the systems further compound 
the uncertainty inherent in projecting the effects of innovation, which 
is partly why the track record for mainstream energy forecasting on 
penetration of new technologies, such as solar, has been so poor.12 
Traditionally, the inertia of the large energy industry—sheer size and 
capital intensity—was a source of stability and therefore predictability. 
However, a large system depends on continued investment. Pervasive 
uncertainty is making firms wary of deploying capital. In the oil and gas 
industry alone, by some estimates $1 trillion in previously viable proj-
ects is on hold due to uncertainty about future prices and structure of 
the industry. The power industry has been similarly reluctant to make 
capital-intensive upgrades because it is becoming unclear who will pay 
for the grid. New firms and policies aimed at promoting disruption 
have also disrupted the business models and policy credibility needed 
for long-term investment. Chronic underinvestment could thus lead to 
more intense cycles in price and behavior, creakier infrastructure, and 
more crisis-driven policymaking. 

Most significant is that many of the sources of new ideas and tech-
nologies lie outside the energy industry. New market designs and tech-
nologies, such as distributed ledgers, arose from banking and IT. Yet 
these innovations could allow many more efficient peer-to-peer trans-
actions that undermine traditional energy suppliers and marketers and 
erode the capacity of government to supervise and tax energy services. 
Renewables have emerged, in part, from advances in semiconductors; 
radically improved batteries stem from advances in material science 
and demand for power storage in computing. 

These sources of innovation, for the most part, are far outside the 
realm of familiarity and forecasting skill for the energy industry. They 
tend to be less responsive to the normal market forces of supply and 
demand within the industry. The explosion in information and com-
munications technologies that lies at the root of today’s waves of inno-
vation appeared on its own and did not emerge in response to changes 
in oil or power prices. Through 2017, Tesla, a leading disruptor in elec-
tric vehicles, had never turned a profit and had lost nearly $4 billion, 
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even as its market capitalization exceeded $50 billion. Even profitable 
innovations within the industry—such as the shale boom—were not 
accurately spotted by many observers because they arose from niches 
on the periphery. 

Amplifying the difficulty is that the most disruptive innovations 
often arise from short-lived start-ups whose survival in the search for 
capital and market share depends in part on hyperbole that drives valu-
ation. The ecosystem of disruptive innovation—wherein everyone 
claims they will disrupt exponentially—is noisy, making it difficult to 
assess which ideas will survive. As in much of the Fourth Industrial Rev-
olution, the business model for this democratic, decentralized mode of 
innovation tends to yield a huge churn in ideas and a few blockbusters. 
Success tends to be equated with prescience, when luck often plays a 
bigger role. And the media amplifies the problem of finding the signal in 
all the noise—often reporting as truth what the new class of billionaires 
says, without any scrutiny.
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Today’s electric power system is under increasing strain. Weather-related 
power outages between 2003 and 2012 cost more than $30 billion annu-
ally on an average.1 The frequency of extreme weather events continues 
to rise, a result of climate change. In addition, as the centralized transmis-
sion and distribution grid ages, outages due to equipment and operational 
causes are increasing. Power losses cost grid operators, power genera-
tors, and end customers dearly; a recent power outage at the Atlanta air-
port cost the hub airline about $50 million. In addition, rapid customer 
adoption of distributed electricity generation at the grid’s edges could 
compound the situation by adding complexity to a system that is already 
struggling to contain costs while providing reliable service.

But the power system’s challenges are not insurmountable. Digital 
innovations will be central to managing the grid’s existing issues as well 
as enabling a transition toward a new, distributed grid architecture. In 
the future, a digitally advanced electric power system could better with-
stand disasters, rely more on clean energy, and expand to meet energy 
needs not currently met by electricity. And, in the process, the global 
transformation of electricity could create jobs and boost economic 
output, creating $2.4 trillion of economic value over the next decade, 
according to the World Economic Forum.2

Crucially, digital technologies can enable the electricity system to 
evolve, step by step—it would be infeasible to abandon the existing 
grid infrastructure entirely and design a new grid from scratch. Over 
the next decade, digital technologies—such as smart sensors, predic-
tive analytics algorithms, and digital twin models—will gradually 
move the grid toward a more decentralized and efficient configuration. 
Beyond that horizon, however, the future ubiquity of digital innova-
tions could render the grid radically different from its present state. 
For example, a fully transactive grid of the future could empower pro-
sumers (consumers of energy who also produce it) to trade electricity 
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at the edges of the grid, recording their transactions on the blockchain. 
In this way, a gradual evolution could culminate in a full-blown revolu-
tion (see figure 1).

To develop and deploy digital technologies that shepherd the grid 
toward such a revolution, firms will need to develop new business models. 
To enable business model innovation, policymakers should ensure that 
electricity sector regulations align firms’ financial incentives with improv-
ing the affordability, reliability, and sustainability of the grid. 

MOVI NG TOWARD DISTR I BU TED ENERGY

The conventional centralized energy grid is beginning to evolve in a way 
comparable to the transformation in digital computing beginning in the 
1970s, when desktop personal computers (PCs) were introduced. The 
PC supplemented traditional, centralized mainframes to extend com-
puting power into the hands of end users. As a result, businesses and 
consumers that relied on computers saw significant productivity and 
efficiency gains at all levels. Now, when it comes to the electric power 
sector, centralized grid infrastructure is being supplemented by dis-
tributed microgrids, distributed renewable energy, and cogeneration 
systems installed by energy consumers, including corporations, munic-
ipalities, and individual homeowners. Also, just as was the case for the 
decentralization of computing, this shift in electricity systems has the 
potential to increase system efficiency and reduce costs.

Digital innovations can ensure that the centralized grid—which still 
accounts for the vast majority of electricity system infrastructure—
works seamlessly with the new distributed equipment on the grid’s edge. 

FIGURE 1 .  E VOLU T ION OF T HE ELECTR IC P OWER NE T WORK 
FROM CEN TRALI ZED TO AU TONOMOUS

Source: Author. 
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For example, digital technologies can ensure that the deployment of 
distributed solar panels—a substantial portion of the increase in overall 
renewable electricity generation—stabilizes rather than strains the grid. 
Smart inverters that often come with a solar installation can help the grid 
cope locally with an issue such as voltage variation, if they are controlled 
in an intelligent way that responds to the grid’s needs. Such distributed 
intelligence and active control helps with grid stability, counteracting the 
destabilizing effect of adding intermittent renewable energy to the grid.

On a larger scale, digitalization can marshal multitudes of distrib-
uted sensors, generators, and appliances to shore up the health and reli-
ability of the centralized grid. Power utilities and grid operators can 
gather critical grid performance data through low-cost devices that 
communicate and integrate throughout the transmission and distri-
bution networks. The result is real-time grid operational information, 
both technical and economic. Armed with this information, utilities 
can then deploy battery and other energy storage resources to meet 
customer needs during times of high instantaneous demand. They can 
also recruit thousands or millions of customers, each with internet-con-
nected electrical devices, to shift grid energy consumption to hours of 
the day with lower demand, reducing the peaks in the network’s demand 
profile. This strategy would create virtual power plants, composed of 
aggregated customer demand, that offer increased flexibility, such as 
to compensate for the massive fluctuations in power output as more 
renewable energy connects to the grid. In European and some other 
power markets, for instance, multiple distributed resources that are not 
owned by one entity and are located apart have been aggregated so that 
they can better compete in their markets. Software tools allow for much 
more precise analysis of power supply and demand interactions. 

The rise of microgrids exemplifies a shift toward decentralization of 
the electric power system that does not have to be disruptive to exist-
ing centralized infrastructure if digital technologies are judiciously 
deployed. Modern microgrids, when controlled by digital technologies, 
are quite compatible and interoperable with the centralized legacy grid. 
Microgrids manage power generation and delivery much as the central-
ized grid functions. Although the concepts of controlling and balancing 
energy supply and demand are the same, microgrid implementations 
can be much more efficient and nimble. Microgrids and distributed 
generation use software to optimize the operation of distributed gen-
erators by identifying when such a source of supply is needed. Software 
can also accurately forecast the consumption of electricity by analyzing 
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historical patterns of use. Such digital tools enable operators to contin-
ually minimize the costs or carbon footprint of the system. Microgrid 
customers also have the flexibility of choosing to either integrate seam-
lessly with the grid or to be completely self-sufficient and independent 
from the main grid, if desirable or necessary.

All of this is not to imply that the only benefits of digitalization are 
to permit decentralization and help distributed and centralized assets 
complement each other. In fact, digitalization also holds great promise 
just in the realm of the centralized electric power system, a large por-
tion of which is likely to persist for decades. Digital technologies can 
enable more efficient operation of grid infrastructure—from genera-
tors to power electronics—lowering the electric power system’s cost as 
well as its carbon footprint. For example, a digital twin is a virtual com-
puter model of a piece of equipment that analyzes sensory data and then 
runs simulations to benchmark performance, allowing a grid or genera-
tion plant operator to pinpoint where efficiency gains can be made. For 
example, if a plant operator is considering a more efficient gas turbine, 
the operational engineers can use a model to optimize turbine blade 
design or material choice. Because a digital twin can be tested before 
it is even built, maximum efficiencies can be extracted from the design. 
Digital twins can even be used to model the operation of the power grid 
and account for a variety of operational stresses. Sensors can be added 
to existing equipment so that performance data can be gathered and 
patterns of data interpreted via cloud-based data analytics, leading to 
improved efficiency.

Finally, predictive analysis—relying on digital technologies—can 
help prevent failures and outages across the components of the elec-
tric power system. Digital tools can detect subtle operating variations 
in critical pieces of equipment that, in the past, would have gone unde-
tected. Early detection of such faults helps greatly reduce the likelihood 
of catastrophic failure and costly unplanned downtime. The financial 
implications of predictive maintenance and downtime are also critical 
to financiers and equipment vendors with warranties in place.

LAY I NG T HE GROUNDWORK  
FOR T HE TRANSACT I VE GR I D

Ultimately, the shift toward distributed energy resources enabled by 
digital innovations could culminate in a transactive grid, which refers 
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to a truly decentralized network of electricity trading. More formally, 
transactive energy is broadly defined as “a system of economic and con-
trol mechanisms that allows the dynamic balance of supply and demand 
across the entire electrical infrastructure using value as a key opera-
tional parameter.”3

The transactive energy approach promotes more interactions and 
transactions at all levels of generation and consumption, and offers a 
means for producers and consumers to more closely match and balance 
energy supply and demand at a certain time and place. This market-
driven approach can be well suited for a grid network with a high share 
of distributed energy resources. It couples the physical grid with eco-
nomic markets.

Grid digitalization and decentralization have accelerated the 
growth of prosumers: energy consumers in homes and buildings 
who are also energy producers, capable of supplying the grid with 
stored energy during periods of high demand, and who are compen-
sated for providing access to that stored energy. In such a transactive 
grid, energy controls begin to play a critical role. Consider the prolif-
eration of electric vehicles: the batteries of parked cars will be a huge 
resource of stored energy that can be tapped when demand is high or 
during an emergency. 

Under such a scenario, advanced, digital energy system controls are 
critical. The sensors that gather large amounts of data and the cloud-
based software analytics that provide the visibility and decision sup-
port needed now allow participants up and down the energy value chain 
to evaluate power availability, manage the distribution network, and 
monitor consumption. 

In the future, prosumers and consumers will have multiple energy-
consuming devices and assets to manage (e.g., cooling and ventilation 
equipment, heat pumps, photovoltaic equipment, electric vehicles, sta-
tionary batteries, and so on). To deal with these assets most efficiently, 
prosumers and consumers need automated monitoring and control sys-
tems that will facilitate decentralized electricity transactions.

USI NG NE W BUSI NE SS MODEL S  
TO PROMOTE DIGI TAL I NNOVAT ION

Digitalization will enable new financial models to be built around 
the modernized grid that reward the parties up and down the energy 
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distribution chain (e.g., transmission system operators, wholesale 
market operators, traders, distribution system operators, retailers, 
consumers, local market operators, distributed energy providers and 
aggregators, and prosumers) for making a decentralized grid more 
stable.

Emerging blockchain technologies offer a possible platform for 
enabling peer-to-peer financial transactions. Although still in explor-
atory stages, blockchain technology could enable the digital representa-
tion of energy and financial assets and their secure transfer from one set 
of parties to another. The security of this value transfer is guaranteed by 
the interaction protocol, eliminating the need for trusted transaction 
intermediaries and subsequent delays in processing. This aspect of the 
financing system is expected to disrupt banking, governance, and com-
merce practices.4

A smart meter participating in the blockchain network could make 
secure and automated trades on behalf of the consumer or prosumer 
whose assets it represents. The security of the transaction and the auto-
mated execution of smart contracts could reduce the cost and latency 
of market clearing, settlement, and billing. The direct participation 
of multiple parties in a smart contract can be a much simpler way of 
enabling consumers to pay for electricity than today’s cumbersome 
and highly regulated process of charging and collecting rates, while 
blockchain systems can inherently ensure market transparency. Pilots 
of blockchain use in community grid as well as utility-related initiatives 
are already operational. 
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For more than a century, electric power systems have followed the same 
basic model: centralized and scheduled generation of electricity, fol-
lowed by one-way transmission and distribution to customers. These 
systems have been centrally planned and operated, relegating nearly all 
participants to passive roles as consumers, disconnected from energy 
markets and management of the grid.

This model has worked quite well, ensuring affordable, reliable, and 
nearly universal electricity access in the developed world. But the existing 
model is increasingly under strain, and a radically different model might be 
needed to meet the new demands on power systems. The rise of intermit-
tent renewable energy, which can help decarbonization, poses challenges 
to both the physical stability of the grid and financial stability of the energy 
markets on which it depends. Grid-scale renewables are, for the most part, 
not dispatchable by the system operator; this decreases the flexibility of 
the electricity supply and introduces uncertainty. These resources also 
operate at zero marginal cost, depressing the price of electricity in whole-
sale electricity markets, threatening conventional generation.

In addition, end users are no longer simply consumers of electric-
ity. The declining cost and increased connectivity of distributed energy 
resources (DERs)—such as rooftop solar panels, stationary batteries, 
smart thermostats, and electric vehicles—enable retail customers to act 
dynamically as both consumers and producers of energy. The result-
ing two-way power flow, which is invisible to and uncontrollable by the 
system operator, makes the task of stabilizing the grid more challeng-
ing at multiple scales: At the street level, electrical pole-top voltage must 
remain within strict bands for customer and appliance safety; one step 
further from the customer, at the feeder circuit level, distribution equip-
ment is faced with reverse power flows it was not designed to handle, 
as well as overload, such as from coincident electric vehicle charging; 
at the distribution and transmission substation, supply and demand 
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of real and reactive power must be matched; and at the balancing area 
level—encompassing millions of customers and potentially thousands 
of square miles of territory—the frequency of the grid’s alternating cur-
rent must be maintained despite tremendous fluctuations in customer 
demand and intermittent renewable supply. 

Traditionally, to balance the grid, utilities have relied on dedicated 
infrastructure in the form of distribution line upgrades, capacitor 
banks, and voltage regulators, and they have absorbed the price swings 
in wholesale electricity markets that they cannot control. But the cost 
of these investments and the low utilization factor of the distribution 
upgrades in particular make them inefficient and poorly suited for the 
impending scale challenges posed by renewables and DERs. 

Digital innovations offer utilities and grid operators the opportu-
nity to transition to a new model for the electric power system that can 
better and more efficiently cope with these challenges. In this model, 
DERs transform from liabilities into assets, the flexibility of which is 
harnessed by digital technologies to provide value to both the customer 
and the wider network. This value would be captured in a new market-
place, known as a distribution energy market, that empowers all dis-
tribution customers to contribute to—and be compensated for—grid 
balancing. The new model would take advantage of customers’ willing-
ness to invest in DERs and would reduce reliance on expensive, dedi-
cated utility infrastructure funded by ratepayers. The result could be 
even more affordable and reliable electricity, with the added benefits of 
a lower carbon footprint and enhanced customer choice.

OPP ORTUN I T I E S FOR AND BARR I ER S  
TO I NNOVAT ION I N A CEN TRALI ZED MODEL 
OF ELECTR ICI T Y DISTR I BU T ION 

Even under the existing electric power system model, significant inno-
vation is under way on both the customer and the utility sides. On the 
customer side, smart thermostats, the sole DER with significant market 
penetration today, are capable of learning customer behavior and the 
thermal properties of their homes. This capability unlocks increased 
energy efficiency as well as demand response, a service in which cus-
tomers are compensated for allowing utilities to directly control their 
appliances, such as air conditioners, during peak demand periods. 
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Additional smart services include meter disaggregation, in which 
software vendors use statistical algorithms to break down a customer’s 
building-level advanced metering infrastructure (AMI) data to the 
appliance level, identifying savings opportunities and encouraging con-
servation. Battery energy storage systems and the intelligent cloud soft-
ware that manages them enable commercial and industrial customers 
to reduce their monthly peak electricity usage, which utilities price as 
a demand charge—often a substantial portion of the customer’s utility 
bill. Even forgotten home appliances such as water heaters are being 
transformed into cloud-connected, flexible assets that can provide 
demand response and grid frequency regulation services.

At the same time, utilities are investing in software tools that make 
their networks more flexible, resilient, and secure. AMI analytics soft-
ware is used to streamline billing, detect power theft, and inform the 
load models needed for distribution planning and operations. DER 
management systems put fleets of customer resources at the system 
operator’s command as a virtual, distributed power plant capable of 
providing load and voltage relief where it is needed. More slowly, utili-
ties are also beginning to invest in advanced distribution management 
systems (ADMSs), which provide a single, integrated platform for 
what have been isolated software systems managing meter, customer, 
and utility data. Despite being a considerable investment, an ADMS 
can improve power flow through the network and automate outage 
management and system restoration, enhancing resilience to disrup-
tive weather and equipment failure. Regulatory hurdles exist in making 
the foregoing types of investments, but progress has been made: the 
National Association of Regulatory Utility Commissioners adopted a 
resolution in late 2016 that utilities should be permitted to capitalize—
and thereby recover costs from—software-as-a-service expenditures.1

Despite these advances, significant challenges remain in transi-
tioning to an efficient power distribution model in which customers 
share the burdens and revenue of system balancing. First, today’s util-
ity rates—which charge tiered, flat rates per kilowatt-hour (kWh) of 
energy consumed—do not incentivize customers to align their energy 
use with system needs or invest in DERs. Arizona and California have 
rolled out mandatory time-of-use (TOU) rates, which send coarse price 
signals to customers, but advanced rates are otherwise being tested only 
at small, pilot scales across the United States. Advanced rate rollouts are 
hindered not only by political and customer pressure to protect simple 
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rate structures, but also by the low penetration of AMI, the technol-
ogy that enables the timely, granular electric consumption data neces-
sary to implement these rates. Today, fewer than half of customers have 
smart meters and often represent only a fraction of a utility’s rate base.2 
System-wide AMI deployment, real-time access to smart meter data 
by customers and authorized third parties, and advanced rate offerings 
represent necessary, if not sufficient, conditions for customer involve-
ment in power management.

Another challenge is that customers do not have sufficiently intel-
ligent, integrated home energy management (HEM) tools to manage 
TOU or demand charge rates, let alone the real-time prices necessary 
for a truly dynamic grid. Although the lack of compelling advanced rates 
reduces the value of these tools, they have achieved limited market trac-
tion for other reasons as well. It is unclear which HEM platform, or eco-
system of platforms, will ultimately manage home energy monitoring 
and control. This market uncertainty has been exacerbated by numer-
ous home area networking standards competing for market share, 
including Wi-Fi and its low power alternatives, 6loWPAN, ZigBee, and 
Z-Wave, which can be more suitable for embedded devices. Compe-
tition among the vast number of open and proprietary standards has 
fractured the HEM platform ecosystem, hampering device integra-
tion and the development of software capable of intelligently managing 
whole home energy use.

Finally, even with integrated HEM tools at their disposal, utility 
customers would still have limited options to leverage them in energy 
markets. Today’s organized markets are wholesale markets that involve 
trading vast amounts of electricity among large actors, such as merchant 
generators and utilities; they were not designed for mass-market partici-
pation. Indeed, direct participation requires interconnection to the high-
voltage bulk power system, excluding all but a small number of heavy 
industrial customers. Even without this restriction, locational marginal 
prices (LMPs)—the time-dependent price of electricity at a particular 
point in the electricity network—are defined only at transmission nodes 
and fail to account for distribution network flows. This means that cur-
rently no mechanism is in place to set prices at the smallest length scales 
of the network—the edge of the distribution system—where end cus-
tomers reside and could use DERs to contribute to grid balancing.

Moreover, barriers to entry are high for participation in wholesale 
markets. Special hardware is required to integrate into the market’s 
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energy management system, and detailed operational data, known as 
telemetry, needs to be transmitted on a continual basis, with strict per-
formance requirements and penalties. The costs associated with these 
requirements are simply too great for residential and small commercial 
customers to bear. Some attempts have been made to shoehorn retail cus-
tomer DERs into markets for demand response—the aggregation of cus-
tomer resources to provide peak demand relief—but those efforts have 
made limited progress, and demand response is currently dominated by 
larger industrial customers. Burdensome rules on enrollment, seasonal 
performance, aggregation size and participation, and customer data 
access make it economically and technically challenging for third-party 
aggregators of small-scale DERs to compete in these markets.3 

Reforms to wholesale market rules, which are set by regional bodies 
regulated by the Federal Energy Regulatory Commission, could make 
it easier for DERs to participate in wholesale markets and would drive 
innovation. For example, the PJM and CAISO markets on the East and 
West Coast respectively could relax the rules that limit aggregations of 
DERs from offering demand response and flexible capacity products. 
Still, those markets are ahead of MISO, a market in the Midwest, which 
has yet to take the first step to enabling DER participation by allowing 
basic market access to aggregated DERs. If wholesale markets around 
the country take these steps, they could speed HEM innovation by 
incentivizing customers to invest in and then monetize DER and smart 
home technology.

HOW DISTR I BU T ION ENERGY MARKETS 
COULD ENABLE A BALANCED GR I D

Some utilities have articulated roadmaps of advanced rates, AMI 
deployment, and DER integration to forge a path toward a modern 
power system, but even those steps can take the sector only so far. 
Unless customers have direct access to markets for energy products 
and services, the efficiency of those markets, along with the financial 
and technological innovation that drives them, will remain limited. 
A compelling solution is an open, transparent distribution market in 
which residential and commercial customers can directly transact both 
as buyers and, for those who make investments in DERs, as sellers. The 
prices in such a market would directly reflect the effect of transactions 
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on the grid, transforming physical stability from an externality into an 
economic objective. 

Core products in a distribution market would include real power, the 
intuitive component of electricity that does useful work, such as power 
a lightbulb, and reactive power, the less-intuitive additional compo-
nent required for inductive loads, such as motors and air conditioners.4 
Market services could be fashioned after those in wholesale ancillary 
service markets, such as frequency regulation, in which generators bid 
capacity to follow a real-time output signal based on current supply-
demand imbalance. In the distribution market case, the signal could be 
based on local grid congestion, reflecting the proximity of distribution 
equipment to their operating limit, to which customers could respond 
with regulation of either demand or supply. Customers could also pro-
vide reserve power capacity to help prevent outages. 

For such a market to drive the grid toward balance at both the local 
and system-wide level, it needs to produce granular prices—both 
temporally and geographically—that take into account the distribu-
tional constraints ignored by wholesale markets. Such granularity can 
be achieved by borrowing several constructs from wholesale market 
design: a day-ahead forward market, where price formation begins, and 
a real-time market where forward positions settle.

Several options are viable for a forward distribution market: a clear-
ing market based on security-constrained economic dispatch (SCED), a 
family of algorithms used by wholesale markets, and a bilateral market, 
centrally managed or distributed via blockchain.5 Regardless of type, 
deviations from positions held at the conclusion of the forward market 
would settle at geographically and temporally granular distribution 
locational marginal prices (DLMPs), quantities that are output by the 
SCED optimization along with system-wide optimal resource sched-
ules.6 A single authority is required to perform this nodal pricing as a 
collective cost minimization exercise, which means that some entity—
possibly a utility—will play an important centralized role in the future 
power system. Decentralizing this process, such as via blockchain, 
would require publishing the real-time, detailed state of the electric 
system to all customers, a prohibitive public security risk. An advan-
tage of a forward clearing market is that prices will more closely reflect 
future real-time DLMPs than bilateral markets will, given that bilateral 
markets are disconnected from and therefore cannot price distribution 
constraints. Even under a centrally managed forward market, however, 
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opportunity remains for a secondary market hosted by a blockchain 
such as Ethereum, which may include core energy products as well 
as derivatives implemented as smart contracts.7 Anticipating such an 
opportunity, numerous companies are launching their own markets 
today based on private blockchains.8 Still, proving blockchain technol-
ogy can incorporate external data, such as energy consumption, via so-
called oracles remains a challenge. 

The Fundamental Challenges:  
Nodal Pricing and Market Communication

DLMPs extend wholesale LMPs in two ways that are critical for dis-
tribution markets. First, their calculation at buses within primary and 
secondary feeder circuits sends highly granular price signals to custom-
ers, reflecting time and location-specific system value and cost. This is 
the fundamental mechanism by which balancing at the grid edge can be 
achieved. Second, DLMPs include additive cost components for distri-
bution-specific constraints, such as the acceptable voltage bands for dis-
tribution equipment and local circuit limitations on reverse power flow 
originating from customer DERs. These constraints are not priced into 
wholesale market LMPs for technical expedience, which is possible only 
by virtue of their definition on the transmission system, rather than the 
distribution system.9 Like congestion prices in wholesale markets, these 
constraint-induced components of DLMP emerge from the SCED opti-
mization as the marginal effects of the constraints on overall system cost. 

Over a span of minutes, hours, and days, DLMP price signals would 
promote grid balance through price-responsive demand, storage and 
generation. Over the longer horizon of months and years, they would 
inform investor DER siting and valuation, accounting for locational 
needs and constraints. As an example of the former, consider peak solar 
insolation periods (i.e., the middle of the day), during which distributed 
solar power output causes local voltages to climb. As voltage constraints 
begin to affect the real-time pricing algorithm, the market would publish 
negative prices for reactive power consumption, an action that reduces 
voltage, prompting stationary batteries, plug-in electric vehicles, and 
shaded solar units to respond. (Remarkably, even if solar panels are in 
the shade and cannot produce real power, the inverter that translates 
their direct current output to alternating current can still provide reac-
tive power to the grid, a resource with multiple benefits.) It is far more 
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cost effective for idle customer DER capacity to respond to such inci-
dents than less distributed, ratepayer-funded utility assets, which serve 
no other purpose and sit idle most of the time.

Despite their value, DLMPs present enormous challenges for the 
real-time market operator. They should be communicated frequently 
and securely to all market participants, including residential and com-
mercial customers. The same holds for bids and offers originating on 
the participant side. Therefore, a dedicated wide-area communication 
network will be necessary, leveraging a cellular, radio frequency mesh, 
or powerline backbone—perhaps the utility’s AMI or field area net-
work. Cybersecurity will be paramount, and should extend to applica-
tions behind the customer’s communication gateway. 

On the economic side, DLMP pricing poses technical as well as 
computational challenges. Most wholesale markets yield LMPs that 
do not support the SCED solution, in that generators are incentivized 
to violate their assigned dispatch schedule, compromising system sta-
bility. This arises when generators submit supply curves that are non-
convex—in the simplest cases, due to fixed costs or minimum output 
constraints. In response, markets make out-of-market payments to gen-
erators known as uplift to clear the market and ensure schedule compli-
ance. Given the extreme degree of variability among participants and 
motivations expected in a distribution market, the uplift problem will 
likely be even more prevalent. Policymakers who regulate distribution 
markets will need to determine whether supporting the optimal dis-
patch schedule justifies making uplift payments to customers based on 
their declared costs, or whether such transactions are simply too prob-
lematic to include. In the latter case, the system operator would rely on 
a combination of regulation services, distribution equipment, and dis-
patchable generation to handle resulting imbalances.

What might mitigate this situation is that a methodology for carry-
ing out SCED optimizations with provably minimum uplift payments, 
known as convex hull pricing, could be implemented to reduce the mag-
nitude of the out-of-market payments.10 This methodology has not 
been deployed in wholesale markets to date because of the computa-
tional challenges it poses. However, recent advances in machine learn-
ing have addressed these challenges, and applying them to the domain 
of distribution market pricing has begun.11 

Finally, the limitations of real-time prices in driving efficient and 
stable system behavior are yet unknown. Complexity and variability 
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in customer response is expected and could necessitate price updates 
on a faster timescale than incidents occur. For example, a transformer 
that can overload to failure over a ten-minute time frame may not be 
protected by a fifteen-minute market, because the constraint-induced 
price signal would not reach participants in time. Therefore, it is likely 
that distribution markets will require price updates every five minutes, 
consistent with wholesale markets, though doing so will only magnify 
the computational challenge.

Aggregators: Bridging the Gap  
Between System and Customer

To manage the risks and opportunities of real-time prices, distribu-
tion customers with DERs will require smart software agents acting 
on their behalf. This software would be responsible for planning and 
optimizing energy use in a home or business, including flexible loads 
such as air conditioning, water heating, and electric vehicle charging, 
as well as dedicated storage and generation resources. Not all energy 
management software would be personal, however. Aggregators would 
play a crucial role in a distribution market, transacting on multiple end-
customers’ behalf and shielding them from real-time price complexi-
ties and pitfalls. They would range in scale and purpose from today’s 
demand response providers, focused on fleet grid services, to larger 
retail energy providers, focused on energy resale. From the distribution 
system’s perspective, aggregators provide unique value by addressing 
the asymmetry between individual and system objectives. 

Even as price-takers, end customers will not have simple linear 
responses to prices, so no set of nodal price curves may exist that yields 
optimal, or even acceptable, power flows. Only aggregators can inter-
nalize system objectives and coordinate individuals to achieve them—
particularly complex objectives that span time and locational scales. A 
typical example of such a complex, multiscale objective would be the 
capacity to respond to a local thermal or voltage incident while storing 
energy in anticipation of peak prices in several hours, all while main-
taining capacity for a system-wide reserve commitment. 

Enhancing their grid-balancing capabilities, aggregations of cus-
tomer DERs also have useful emergent properties that their individual 
constituents do not. A fleet of smart thermostats could check in to 
their aggregation server every ten minutes, for example, due to battery 
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limitations, preventing their individual participation in fast response 
reserve services. The fleet itself can provide such a service, however, 
albeit with a linear, ten-minute ramp, exploiting the randomness of 
check-ins. A fleet is analogous to a collateralized debt obligation in 
structured finance, whose payout stream smooths out the highly vari-
able ones of the underlying securities. 

An important challenge to fleet management will be its interaction 
with HEM tools, including smart software agents. This issue affects 
the industry today, with aggregators strategically interacting with cus-
tomers through smart device interfaces, despite customer experience 
objectives that often diverge from those of the device manufacturer. 
Nevertheless, fleet and local optimization systems will need to coexist 
across devices, networks, and vendor platforms. Standards such as SEP 
2.0 (IEEE 2030.5), selected by California for smart inverter communi-
cation, make this possible, encapsulating resource-specific objectives, 
capabilities and constraints behind a common energy-centric language. 
Effective collaboration is only in its infancy, however, and will require the 
opportunities of open, transparent distribution markets to fully develop.
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The global automobile fleet is shifting from using internal combustion 
engines (ICE) to electric power trains. General Motors has pledged 
to develop twenty all-electric vehicle models by 2023, and Volkswagen 
plans to offer electric and hybrid versions of three hundred models by 
2030.1 Volvo leads the pack with its pledge to sell only electric or hybrid 
power train vehicles by 2019. This shift spells the end of the dominance 
of oil in world energy use and the beginning of immense challenges and 
opportunities for the electric power sector.

Most industry observers also believe that driverless, or autonomous, 
passenger vehicles will become commercially available in the 2020s.2 

These changes will likely reduce personal ownership of vehicles, end 
driving as a commuting chore or a career, and upend large economic sec-
tors in advanced economies that sell, service, and insure automobiles. 

These concurrent shifts toward electric autonomous vehicles will 
occur as the world seeks to reduce greenhouse gas (GHG) emissions 
to meet targets set by the Paris Agreement and potential future agree-
ments. Currently, almost all energy used for transportation globally 
comes from fossil fuels—nearly 92 percent from oil and another 4 per-
cent from natural gas.3 The United States passed a milestone in 2016 
when the transport sector’s GHG emissions exceeded power sector 
emissions for the first time.4 As the remaining carbon dioxide that 
the world can safely emit dwindles, global demand for energy to fuel 
travel continues to climb steadily, so the transport sector will face ever-
mounting demands to lower its carbon emissions.5

HARNE SSI NG VEH ICLE ELECTR I FICAT ION  
TO REDUCE CARBON EM ISSIONS

Vehicle electrification can best reduce carbon emissions if the power 
sector simultaneously transitions from fossil-fueled power plants to 

The Implications of Vehicle Electrification 
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cleaner electricity generation sources. Even without a clean power tran-
sition, though, electric vehicles (EVs) would be an improvement from a 
decarbonization perspective. EVs are about three times as energy effi-
cient as ICE cars; a net reduction in GHG emissions per mile requires 
power that generates less than 2.35 pounds of carbon dioxide per kilo-
watt-hour (CO2 per kWh), a standard nearly every electric system in the 
world already meets.6 Further carbon emission reductions will require 
a transition to a fully carbon-free grid alongside a shift to EVs for both 
new and replacement cars.

Current trends are highly encouraging. Several experts now predict 
that unsubsidized wind and solar power will become the least expensive 
raw electricity sources in every region of the world.7 Electricity stor-
age, which is essential to managing variability in renewable energy on 
power grids, is also getting cheaper rapidly. And as battery costs decline 
and EV sales increase, EVs are expected to cost the same as ICE vehicles 
within the coming decade, signaling a tipping point in customer accep-
tance of EVs.

For these trends to continue, policymakers and industry leaders need 
to continue research and development of vehicles, systems, and batter-
ies and support investment in EV charging infrastructure. The incon-
venience of recharging an EV or the inability to do so, which causes 
so-called range anxiety, discourages many people from buying an EV 
today. A nationwide EV charging infrastructure in the United States 
requires a minimum of 8,500 public fast-charging stations, many of 
which cannot provide attractive rates of return to commercial inves-
tors until the EV fleet gets larger and the stations can generate more 
revenue.8 Finally, as EV sales rise and EVs approach cost parity with 
ICE vehicles, EV purchase subsidies for mainstream light-duty vehicle 
buyers should be phased out. 

Beyond their benefits from the perspective of decarbonization, elec-
tric vehicles present the electric power industry with a set of risks and 
opportunities. Charging an EV can require power flows one-third to 
one-half as large as that of a typical U.S. house. Many of the four mil-
lion miles of electric distribution circuits in the United States (or those 
elsewhere in the world) are not sized to accommodate a rapid influx of 
electric loads this large; they will have to be reengineered at substan-
tial costs and then managed in order to avoid other system problems. In 
the future, utilities would also need to upgrade the grid to charge whole 
fleets of corporate-owned EVs concentrated in a small geographic area, 
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raising economic and technical challenges. It is unclear how utilities will 
recoup the costs of this infrastructure and the technical capability to 
integrate large numbers of EVs.9

Of course, vehicle electrification also presents a major opportu-
nity for utilities, which have seen largely flat and sometimes declining 
electricity sales for nearly a decade. By 2030, transportation will be the 
largest new source of electricity sales growth.10 By 2050, U.S. power 
use will increase by roughly 25 percent or more simply to power cars 
and small trucks; large trucks, light rail, ships, and even air travel will 
increase sales even more.11

Because utilities are regulated by policymakers, states could nat-
urally view the advent of EVs and their attendant complexities with 
apprehension, especially because regulators need to simultaneously 
contend with overseeing the digitalization of the power sector, the 
integration of variable renewable sources and decentralized gen-
eration, and new industry business and regulatory models. But EVs 
need not simply be considered as electric loads that will strain the 
grid. Rather, they could represent sources of electricity storage and 
load management as well as regulation of grid frequency and voltage 
to ensure reliability. In other words, EVs can provide value to a well-
orchestrated smart grid. This possibility increases the rationale for 
investment in a charging infrastructure that is intelligent and well inte-
grated with the rest of the power system. In tandem, it is important for 
regulators to change electricity rate structures, such as by introducing 
dynamic pricing, to give customers incentives to use their EVs in ways 
that help the rest of the power system.

ACKNOWLEDGI NG T HE UNCERTAI N  
EFFECTS OF VEH ICLE AU TONOMY  
ON CARBON EM ISSIONS

Autonomous vehicles (AVs), if they are not fully electric, could increase 
emissions. For example, AVs are widely expected to increase travel by 
commuters, business travelers, and underserved populations such as 
the elderly and the disabled.12 AVs may also travel empty to pick up the 
kids, cruise the block if parking is not available, or even become con-
stantly roving platforms for commerce—“Starbucks on Wheels,” in the 
words of one futurist.13
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By some estimates, automated taxis will become so cheap that travel 
will shift from walking, biking, and mass transit use to on-demand 
AVs.14 Current nonautomated forms of on-demand ride services are 
already estimated to have caused a decline in New York City subway 
ridership and increased traffic congestion in Manhattan.15 These 
trends might only be the tip of the iceberg. Some experts predict that 
AVs will double U.S. vehicle miles traveled, doubling transport energy 
and potentially carbon emissions. Even with much lower estimates of 
increased travel, many experts think that AVs will increase congestion 
and urban sprawl, at least in the coming years.16

From an emissions standpoint, increases in vehicle miles traveled 
(VMT), congestion, and sprawl could be troublesome. If AVs use inter-
nal combustion engines, the increases in VMT will boost carbon emit-
ted per vehicle well beyond the levels predicted by existing forecasts. 
Meanwhile, increased travel by electric AVs could take place quite rap-
idly, so any reduction of emissions from switching from ICE vehicles to 
EVs and increasing the penetration of clean electricity sources might be 
overtaken by the emissions increase from more driving. 

Not everybody agrees that AVs will increase emissions. Many 
experts and even some auto executives believe that cheap autonomous 
taxis will prompt households to stop owning vehicles.17 They also posit 
that AVs will accelerate interest in vehicle sharing and ride pooling, 
which could reduce rather than increase VMT. Some data supports this 
view, but no consensus prevails currently. It is probably safer to con-
clude that Americans will actually travel more as the time and cost of 
travel decline, and that the average number of people in a vehicle per 
mile traveled will not change much. As a result, even though sharing 
and pooling become extremely important to the auto industry, urban 
lifestyles, and the urban landscape, they would be unlikely to change the 
overall carbon footprint of the transportation sector. 

Other aspects of AVs will reduce energy use—though probably 
not until the 2040s at the earliest —and thus could reduce the carbon 
footprint of the transportation sector. AVs have the potential to oper-
ate much more efficiently than their nonautonomous counterparts, 
with two important provisos. First, many of these advantages require 
that the AVs be continuously connected to smart traffic management 
systems (hence known as connected AVs or CAVs).18 Second, the 
concentration of AVs in each section of traffic needs to be sufficiently 
large—that is, the number of driver-operated cars needs to be so small 
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that human error does not foul up the autonomous traffic manage-
ment or cause collisions. 

Once these conditions are met, CAVs can be managed so as to reduce 
energy use dramatically. They will follow one another closely on roads, 
increasing throughput and allowing for platooning, which reduces 
aerodynamic drag. Braking and accelerating, which together account 
for the majority of auto energy use, will be reduced significantly. Acci-
dents, which account for one-fifth of all traffic congestion, should be 
all but eliminated, allowing AVs to be built of lightweight materials 
that require much less energy to move. Conventional stoplights could 
become a twentieth-century relic, replaced by smart intersections 
where AVs glide by each other without stopping. Hunting for parking 
will also end. 

In summary, the effect of AVs on carbon emissions is highly uncer-
tain: it is not even clear whether AVs will increase or decrease carbon 
emissions, let alone by how much. What is clear, however, is that for 
AVs to decrease emissions, they should be operated in a coordinated 
fashion, be powered largely by electricity rather than fossil fuels, and 
replace nonautomated cars to reduce system inefficiencies. If these con-
ditions are met, AVs have great potential to reduce carbon emissions 
and also to improve quality of life in cities. Moreover, all this hinges on 
the development of fully driverless technology, consumer acceptance of 
AVs, and, above all, the state of AV infrastructure.

BU I LDI NG—AND PAY I NG FOR—
AU TONOMOUS VEH ICLE I NFRASTRUCTURE

Current developers of AVs are highly focused on creating vehicles capa-
ble of operating safely without any changes to the current U.S. roadway 
system. This seems to have lulled much of the transport community 
into thinking that little or no infrastructure investment will be required 
to integrate AVs into the system. 

This conclusion is premature: AVs will need substantial digital and 
physical infrastructure to thrive. One oft-overlooked need is that of 
investing in the computational processing infrastructure—both on 
board vehicles as well as for the central systems that will coordinate 
AV fleets—to efficiently manage AV technology. According to Intel, 
one CAV may need to process terabytes of data every hour, a feat that 
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will also require processing in parallel with thousands of counter-
parts.19 Managing AVs will also require new electronic signage and 
control technologies. The first commercially available fully driverless 
vehicles may be restricted to AV-only areas that need to be designed, 
built, and integrated into the rest of the system. Even if early AVs do 
not require their own roads, policymakers could feel pressed to create 
AV-only infrastructure to allow the operating benefits of these vehicles 
to be realized in a limited environment. For example, AV-only parking 
facilities will allow for more remote and compact vehicle storage, but 
they will have to operate alongside conventional parking as long as both 
types of vehicles are in use.

To counteract a large shift away from mass transit to cheap auton-
omous taxis, transit policymakers are starting to experiment with 
seamless mobility systems (SMSs). These systems use advanced 
scheduling and management software to enable riders to move quickly 
from a taxi or minibus near their point of origin to high-capacity tran-
sit and then back to another taxi or bus for the so-called last mile to 
their destination. SMSs can lower energy use and improve the urban 
environment, but their implementation could be stymied by a short-
age of funds. Many cities around the world are struggling with press-
ing economic and social challenges and already underfunded transit 
systems. It is difficult to imagine the New York City transit system, 
which still uses analog switches from the 1920s, shifting suddenly to a 
highly intelligent SMS. 

Many urban design experts and environmentalists believe that, ulti-
mately, AVs will use roadways and parking so much more efficiently that 
cities will be able to eliminate many roads and use that land for build-
ings and green space instead. This may be the case, but at least in the 
United States no widespread mechanisms are in place for integrating 
transport changes of this magnitude with land-use planning and public 
or private financing. 

Remarkably, virtually no estimates of the cost of roadway upgrades 
needed to accommodate AVs have been published. Some pilot pro-
grams are under way, however. South Korea, which spent slightly more 
than $12 billion on annual transport investment and maintenance in 
2013, has recently announced its intention to retrofit its entire highway 
system at an estimated cost of about $62 billion. In the United States, 
Ohio will reportedly spend about $2 billion to retrofit “smart mobility 
corridors,” including a thirty-five-mile section of a four-lane highway.20
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These examples immediately raise the question of how cities, regions, 
and countries will pay for such infrastructure. U.S. road infrastructure 
currently holds a grade of D and has an estimated backlog of $836 bil-
lion in highway and bridge capital needs.21 The Highway Trust Fund is 
estimated to reach a deficit of $80 billion by 2025, and half of all road-
way outlays are now paid from general tax revenues, not user charges.22 

It is likely that the AV revolution will trigger a reexamination of road-
way financing, probably culminating in a much wider use of automated 
roadway pricing.23

OVERDR I VI NG OUR HE ADLIGHTS

The electrification of passenger transport is an essential element of 
global climate policy. Although it raises many operational challenges 
for the grid, it is highly synergistic with the industry’s overall digital 
transformation. For better or for worse, the infrastructure needed for 
EVs is an increment to the existing grid that requires little change in the 
current urban built environment. Conventional EVs will lower GHG 
emissions dramatically as the grid itself decarbonizes but otherwise 
will do little to change urban lifestyles or energy and land-use patterns. 

As part of the EV transition, policymakers will need to cope with 
dramatic changes in national trade and security, accelerate progress 
toward carbonless power systems, and ensure that digitalization and 
decarbonization leave the power system affordable, reliable, and uni-
versally accessible. These are immense challenges, but they are also 
opportunities to save the world’s climate, extend the enormous benefits 
of electricity access to everyone, and invest trillions of dollars in a clean 
energy future. 

The emergence of autonomous vehicles adds another large layer of dis-
ruption and policy complexity to this picture. Much more work is needed 
to understand future scenarios and guide the industry toward the ones 
that reduce, rather than increase, emissions. Much better data is needed 
on the realistic changes needed to make to U.S. road and communica-
tions infrastructure to accommodate AVs at each penetration level, and 
how these changes can be staged so they need not be completely redone 
as the AV fleet grows. Better data is also needed on how these vehicles 
will coexist with conventionally driven cars and trucks and how efficiency 
and safety improvements can be accelerated in the presence of mixed 
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fleets. Finally, almost no data is tabulated on how much the infrastructure 
changes for AVs will cost, much less on how they will be financed.24

The vast infrastructure developed for driver-operated vehicles 
refashioned the landscape and lifestyles of the developed world. Total 
mobility improved immeasurably, but it came with enormous costs 
from environmental and security ills to urban decay, unequal access, 
and reduced family health. AVs are likely to retransform the urban built 
environment, but it will be up to policymakers to guide the changes so 
that they improve rather than exacerbate the effects of the last transport 
buildout. It will be a busy era for transport and energy policymakers, 
alive with opportunity and fraught with risk. 
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Autonomous vehicles (AVs) have gone from the realm of science fiction 
to being one of the most-discussed topics in technology, transportation, 
and urban planning. In August 2017, the research firm Gartner issued 
its annual “hype cycle for emerging technologies” and placed AVs at 
the top of the “peak of inflated expectations,” just at the point where it 
believes a technology descends into the “trough of disillusionment.”1 
At the same time, not all of the expectations for AVs are hopeful. Zipcar 
founder Robin Chase wrote an article in 2016 entitled “Self-Driving 
Cars Will Improve Our Cities. If They Don’t Ruin Them.”2 And the 
timeline for when self-driving technology will become common on 
streets is highly uncertain. One indicator is that Waymo (the Alphabet 
company focused on self-driving vehicles) already has self-driving taxis 
in test service with “regular” passengers in Phoenix, Arizona, and has 
announced plans to purchase a fleet that would have the capacity to pro-
vide a million rides every day in 2020; by contrast, Uber’s CEO recently 
declared that “full autonomy” on the roads is ten to fifteen years away, 
and the pedestrian fatality in Arizona on March 18, 2018, cast further 
uncertainty on the timeline of AV adoption.3

It is clear—and widely accepted—that self-driving technology is fea-
sible and forthcoming, and that it will significantly change how cities and 
economies function and how human activity affects the planet. What is 
also clear, but less widely accepted, is that significant policy decisions 
need to be made soon to shape self-driving technology into a constructive 
force for cities and the planet. Fully self-driving technology will, sooner or 
later, be available at an inexpensive price point. What is uncertain is how 
policies, regulations, business models, and user preferences will shape the 
integration of that technology into how cities function and whether their 
carbon footprints expand or shrink. Indeed, the wide range of scenarios 
for how AVs could increase or decrease vehicle miles traveled, inhibit or 
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encourage electric vehicle adoption, and compete with or complement 
public transportation creates high uncertainty over whether this digital 
innovation will advance decarbonization.

E XPECTAT IONS

It is highly likely that AVs will be deployed as taxis, beyond testing and 
trials, in a few cities in the next five years and commercial sales of fully 
automated vehicles will follow soon after that. General Motors has 
applied to use cars without steering wheels in taxi services similar to 
Waymo’s commercial services in 2019.4 Commercial sales of fully 
autonomous vehicles, however, are probably still five to ten years away; 
the bill of materials is still high, and to date a majority of the companies 
developing AV technology have expressed a preference for maintaining 
vertical integration of developing the vehicles and operating them, both 
to ensure good maintenance and operation and also, no doubt, to pro-
tect trade secrets.5 It is, however, also rational to expect that low-cost 
competitors will follow the first entrants within a few years and start 
selling AVs to end customers.

AVs will improve overall safety on the roads, at least after a certain 
penetration level. The safety benefits of AVs are obvious: assuming reli-
able operation, computers will not fall asleep at the wheel, get enraged 
at other drivers, or read emails and text messages while driving. In a 
future in which most vehicles are autonomous, the number of crashes 
would likely fall by 60 to 95 percent.6 However, in the interim period, 
as AVs remain a minority of the vehicles on the road, whether AVs in 
mixed traffic will increase safety remains unclear: differences in driving 
styles between AVs and human drivers could lead to more accidents.

AVs could make eliminating curbside parking possible but will still 
need off-site parking and maintenance areas, and curbs would need to 
be more precisely managed as high-volume pick-up and drop-off areas. 
The ability of the car to continue without a driver and pick up a pas-
senger on demand would eliminate the need to park close to the desti-
nation; in short, any place would have the equivalent of valet parking. 
On-street parking could be eliminated, resulting in an improved expe-
rience for pedestrians and cyclists, as well as increasing throughput. 
However, AVs will still require three kinds of storage:
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■■ Staging areas. It is unlikely that shared-ride vehicles in even the 
most densely populated areas will be constantly in use (New York 
City taxis cruise empty 31 percent of the time during the day), and 
peak and off-peak times for rides will persist. AVs in cities will 
require taxi stands or staging areas, such as those many airports 
make available. Although these stands will not need to be at the 
front door, they will need to be only a short ride (approximately 
three minutes) away for the passenger to perceive no delay.7

■■ Storage and maintenance facilities. Shared AVs will likely need the 
same level of intensive cleaning and maintenance that taxis and 
other shared vehicles do today; as a result, taxi bases on the edge 
of business districts will likely continue to be needed.

■■ Off-site parking areas for private AVs. Except in jurisdictions that 
mandate all-shared vehicles, some cars in most cities will inevi-
tably be privately owned and will require parking space close to 
the owners.

Not all AVs will be electric vehicles (EVs) from the start; the two 
technologies will evolve alongside each other and eventually merge. In 
the visionary future, AVs would all be clean electric vehicles, and if AV 
adoption were to hasten EV adoption, the environment would clearly 
benefit. However, autonomous steering does not appear to have a neces-
sary relationship with propulsion fuel. Currently, only General Motors 
and Tesla are working on electric-powered AVs; Waymo and others are 
using converted gasoline-powered vehicles. In fact, the power draw of 
the guidance and computing systems of fully self-driving systems could 
overtax existing EV batteries.8 As a result, it is reasonable to expect that 
a shift of AVs from petroleum to electric platforms will take place only 
gradually as battery performance improves and costs decline, and as the 
software and detection systems of AVs become more efficient.

In some projections of AV adoption in cities, AVs will replace public 
transit more than they will replace private vehicles, resulting both in the 
decline of transit ridership and an increase in traffic congestion. However, 
a rational expectation is that AVs, operating as shared taxis, will compete 
with transit mainly on those routes where transit is unattractive, such as 
low-volume bus routes serving low-density populations. AV proliferation 
could also lead to some drop-off in high-density transit ridership during 
off-peak hours, mainly at night. Still, AVs will alter but not replace public 



66 Digital Decarbonization

transit. The reasons are straightforward. In dense cities, even shared vehi-
cles (four to six passengers) cannot replace the throughput of subway, 
streetcar, bus, and rapid transit services, because it is unlikely that streets 
can be expanded in those areas, and the demand for transportation will 
outstrip the potential for AVs to increase throughput through better driv-
ing. Further, the logic of shared-ride services in high-density areas will 
quickly lead to transit-like services. Consider that if everyone were to 
subscribe to a carpooling service, the coincidental demand for trips—say, 
from the Upper East Side to Grand Central Terminal—would prompt 
the carpool company to use a vehicle that could carry twenty to thirty 
people every five minutes. In short, it would look like a highly frequent 
bus. At the same time, transit operators would need to scale back services 
that are, in fact, better served by AV taxis or would face ridership drops 
with no corresponding decline in costs.

The likelier effect of AVs on transit, therefore, will be in reinforcing 
the ridership of existing, high-speed, high-density routes and under-
mining the ridership (and economics) of low-frequency or low-speed 
routes.9 This is not necessarily bad for transit; Jarrett Walker’s redesign 
of the Houston bus system is predicated on the idea that transit is most 
successful when service is provided frequently on routes with high den-
sity.10 Further, the potential for AV service to provide attractive feeder 
services could make new rail lines more attractive to build. Moreover, 
if shared AVs were to provide high-quality, low-cost service during the 
night, when most urban roads are free-flowing, subways could be closed 
for nighttime maintenance, thus helping improve service and reduce 
costs overall.11

AVs will increase throughput but not by revolutionary levels. The 
potential for AVs to travel more closely together safely has been identi-
fied as one of their strong features: so-called platooning could increase 
road throughput. However, how far this can go is limited; in a mixed 
urban environment of pedestrian and bike traffic, high-speed, tightly 
packed AVs would create an even more hostile environment for pedes-
trians than current urban streets do. 

AVs will not eliminate traffic signals or enable free-flowing intersec-
tions. The potential for vehicle-to-vehicle communication has led many 
to imagine a world in which traffic lights are abolished and vehicles 
coordinate so that they can move without stopping at intersections. 
However, the presence of pedestrians would ensure that, even in an 
all-AV world, some system of visual signaling would remain a part of the 
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streetscape and cars would need to stop at various points during their 
journeys, at least in high-density, walkable areas.

UNCERTAI N T I E S

The timing for when government rules will permit AVs on the road is 
highly uncertain. Given the attention paid to AV technology, several 
countries—including the United States—will likely adopt basic licens-
ing rules for AVs, probably at national levels; however, the speed with 
which these are adopted could leave open significant gaps in testing, reli-
ability, and details. It is unclear whether governments have the capacity 
to evaluate the performance of a vehicle that relies on computer code.12 
But, in the wake of the March 18, 2018, death of a pedestrian, the need 
for governments to be able to evaluate the performance of self-driving 
technology has become increasingly clear.13

Although liability has often been raised as an issue with AVs, the 
paths to litigation are clear. What is far less clear is whether early 
crashes, failures in code, or intentional violations found in code or sens-
ing systems could result in consumers rejecting the technology. A back-
lash against AVs taking over the roads is possible if they drive in a way 
that human drivers and pedestrians find unacceptable.

AVs will likely reduce the availability of jobs, but the extent to which 
jobs will be eliminated is unclear. Several commentators have noted that 
driving is one of the largest employment opportunities in the United 
States today, and one that is open to relatively unskilled labor. As driv-
ing jobs, as they exist, are eliminated, it is unclear how many jobs would 
either remain or be created to cover tasks that are currently performed 
by a driver. For example, it is possible that a platoon of driverless trucks 
would have a “rider” traveling with the shipment; this might mean a 16 
to 33 percent loss in jobs but not a complete loss. Similarly, even as deliv-
ery vehicles become autonomous, the task of handing off a package to 
a person could still require a human attendant; in this case, the job loss 
would not be significant. At the same time, it is unclear what new jobs 
AVs would create. Certainly if the industry moves to more shared-ride, 
high-usage fleets, the maintenance and cleaning needed for those vehi-
cles will increase, thus creating jobs.14

New business models would likely change road usage patterns, but 
the nature of the change is unknown. The fundamental economic fact 
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of the AV is that it does not require the labor of a driver; this change in 
economics will therefore likely give rise to business models that do not 
currently exist. Robin Chase has conjectured that Amazon or its com-
petitors could choose to pack the roads with mobile warehouses that keep 
driving around so as to offer guaranteed five-minute deliveries for items 
they expect to be purchased in a neighborhood.15 If capital is the only 
constraint on placing shared-ride vehicles on the road and wait time the 
driver of consumer choice, then rich firms will likely attempt to satu-
rate critical areas with vehicles, achieving location preemption, much as 
retail, drug, and coffee chains are believed to be doing currently.16

The continued attraction of the private automobile remains the 
greatest uncertainty for AVs in cities. Although some experts have 
promoted the idea that people—especially millennials—would live 
an “asset-light” existence and thus gravitate toward shared-ride ser-
vices rather than own a car, private AV ownership will likely remain 
an option. Models suggest that in lower-density cities, any switch to 
ride-sharing will increase overall travel time for people who now drive. 
If, as seems likely, AV technology becomes available for purchase, it is 
entirely possible that a large portion of the population will simply own 
an AV instead of a driver-operated car.17

P OLICY CHOICE S

Despite the uncertainties, it is clear that policy choices—at the city, 
state, federal, and international levels—will strongly influence the way 
AVs are adopted and used and the ways in which AVs will change cities 
and the planet. These include the following:

■■ Establishing standards for safe driving. Assuming that govern-
ments figure out how to evaluate and certify vehicles that meet 
their standards for safe operation, the issue of “how safe is safe” 
will likely be politicized. Questions, for example, could be raised 
about whether a passenger who wants to get to a destination faster 
should be able to choose an aggressive driving mode, or whether 
every vehicle must stop, every time, for a person crossing the street 
despite a do-not-walk sign. Although the trolley problem—the 
AV deciding whether to protect its occupants or outsiders in the 
event of a crash—is unlikely to be a frequent occurrence, a more 
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frequent occurrence would be the vehicle deciding how much of a 
threat it can intentionally create to secure its right-of-way.

■■ Deciding whether, how, and when to redesign streets entirely. Safe-
driving AVs offer the potential for city governments to redesign 
streets to make them more pleasant and usable for pedestrians 
and cyclists, as well as for non-transportation purposes. However, 
in most places, AVs will likely be adopted gradually and operate 
on existing streets. Policymakers will need to decide on when, and 
how aggressively, to remake streets to capture the safety and other 
benefits of the AV for non-passengers; many current advocates 
for pedestrians and cyclists could quickly advocate for excluding 
driver-operated vehicles and accelerating the switch to a full AV 
city (or world).

■■ Deciding whether to implement road user charging. Roads are over-
used in congested metropolitan areas because they are free to 
drive on; only a few cities around the world have adopted road 
user charging for urban streets, owing to a widespread belief that 
a right to the road exists. However, such a right might not intui-
tively apply to a machine traveling unoccupied, which is more 
like a vending machine or billboard placed on a city sidewalk. 
As a result, increased AV use offers city and state governments 
the opportunity to implement usage charges. If done well, pric-
ing regimes could shape AV usage patterns and foster the kind of 
shared-ride, non-private-ownership paradigm that could reduce 
traffic, fuel consumption, air pollution, and greenhouse gas emis-
sions in major cities. Whether this happens will depend almost 
entirely on local politics. 
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Harnessing Big Data and Data Science 
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Over the last decade, the availability of data about energy systems has 
surged, and in parallel advances in machine learning techniques to 
analyze that data have been rapid. The confluence of these two trends 
could reshape the energy industry. In particular, data science could 
enable the decentralization of the centralized energy systems that have 
existed since the beginning of the twentieth century. Such new system 
configurations, unlocked by data science techniques, could fundamen-
tally change how societies generate, manage, and consume energy, by 
increasing system efficiency and optimizing planning to reduce system 
costs and environmental damage.

T HE R ISE OF ENERGY DATA: E X AMPLE S  
FROM T HE ELECTR IC P OWER SECTOR

The twentieth-century conception of electric power systems is of a cen-
tralized utility operating a system designed for the flow of power from 
massive electric generators to end users. In this setting, utility success was 
sometimes defined by how little the customers thought about their elec-
tricity service. This model is now being transformed by emerging techno-
logical capabilities, particularly those innovations that are using emerging 
sources of energy system data. Over the past decade, new data from elec-
tricity systems has included improved power grid monitoring data, richer 
customer billing data, and a host of Internet of Things (IoT) data sources.

The way the operation and health of bulk power grids are measured 
has dramatically changed. Traditionally, sensors that were part of super-
visory control and data acquisition (SCADA) systems monitored trans-
mission line voltage and current to provide system operators with the 
information needed to maintain balance between electricity supply and 
demand. Twentieth-century SCADA systems typically collected one 
measurement every two to four seconds. Modern phasor measurement 

How Data Science Can Enable  
the Evolution of Energy Systems
Kyle Bradbury
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units (PMUs) enable thirty measurements per second, and these mea-
surements are time-stamped so they can be compared across the grid. 
This provides significantly more data (up to 120 times more) to moni-
tor the health of the grid and automate systems to detect and remediate 
system faults to maximize reliability. In addition to physical system sen-
sors, in areas of the United States where electricity is traded on whole-
sale power markets, sources of pricing data from markets are expanding 
and include real-time and day-ahead energy use; frequency regulation, 
voltage regulation, and reserve capacity; demand response; forward 
capacity; and transmission congestion.

End-user electricity consumption data has also greatly expanded. For 
most of the last century, end users of electricity received a utility bill with 
one monthly data point summarizing their consumption. In 2007, seven 
million (6 percent) U.S. households had smart meters. Over the next 
decade, around sixty-five million smart meters were deployed, represent-
ing more than half of all 126 million households.1 Smart meters provide 
2,920 times more data points than monthly manual meter readings. These 
higher-frequency data streams enable advanced customer rate struc-
tures, including time-of-use and real-time pricing, as well as numerous 
previously infeasible end-user applications, such as modulating energy 
consumption from individual appliances to save energy at critical times 
for the grid. Indeed, customer devices that consume electricity, such as 
thermostats, are increasingly connected to the internet—adding to the 
growing population of IoT devices—and can provide information on 
energy consumption behavior and consumer preferences.

Outside the electric power system, numerous additional sources of 
energy system data have emerged. Vehicles are also beginning to pro-
duce data from sensors that measure driving performance and fuel 
efficiency, and electric vehicles (EVs) additionally provide data on their 
battery status. Even remote sensing data, particularly satellite imagery, 
has begun to be viewed as a source of information on energy systems 
that are visible from space.

PARALLEL ADVANCE S  
I N DATA SCI ENCE TECHN IQUE S

Generally, these emerging sources of energy system data cannot be 
analyzed manually because of the volume or streaming rate of the data. 
Automated analysis techniques are required to extract the valuable 
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decision-informing insights the data contains. Fortunately, the rise in 
sources of energy data has coincided with significant advances in data 
science and computational processing power. 

Data science is an interdisciplinary umbrella term that describes 
applying the combined toolkit of statistics, mathematics, and computer 
science to extract value from data through description, inference, pre-
diction, and strategy development (the description, prediction, and 
strategy components are often grouped together as machine learning). 

Descriptive tools help summarize and visualize data effectively. For 
example, an unsupervised learning algorithm might group data into 
meaningful categories without any prior human input. Inferential tools 
provide a structured way to ask questions of and draw conclusions 
based on data. Predictive tools enable learning from past examples to 
make predictions. For example, a supervised learning algorithm might 
learn from a dataset of human-labeled images to predict what object a 
new image portrays. Finally, strategic tools learn which actions to take 
in new situations to optimize the outcome through interacting with 
the environment; for example, reinforcement learning algorithms play 
board games by learning which moves lead to good or bad outcomes. 
To use these four types of data science tools, one needs to be able to 
manage large datasets, also known as big data. Large database and file 
system management platforms—tools from a distinct field of data engi-
neering from data science—enable machine learning techniques to 
work on the data.

Both the performance of data science techniques and the computa-
tional power to enable them have grown rapidly in the last half decade. 
Since 2012, deep neural networks coupled with powerful graphics pro-
cessing units have enabled seismic changes in machine learning tools. 
Most notably, this is seen through image classification and segmen-
tation vis-à-vis the ImageNet competition in which neural networks 
proved their predictive power on a massive database of semantically 
labeled imagery.2 Additionally, reinforcement learning techniques have 
been successful to the extent of defeating expert human challengers at 
complex games of strategy such as chess and Go. 

Another major change is that many advanced data science and 
machine learning techniques are no longer the preserve of the academy 
or the top commercial research establishments. Far from being obtuse 
code written by specialists for specialists, many proven machine learn-
ing techniques are now available through open-source repositories, a 
prime example being TensorFlow. This democratization of data science 
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enables organizations without massive teams of machine learning 
experts to benefit from these tools.

APPLICAT IONS OF DATA SCI ENCE  
I N T HE ELECTR ICI T Y SECTOR

Given the growth in data availability in the electricity sector, machine 
learning techniques have the potential to revolutionize electric power 
systems by enhancing system operation, forecasting, and planning. 

Electricity Generation and Delivery

As clean, renewable energy sources—such as wind and solar—are 
increasingly integrated into power generation, uncertainty in elec-
tricity supply is increasing for the first time since the inception of the 
power grid. This uncertainty necessitates improvements in forecast-
ing the production of wind and solar power as well as new market 
designs that can efficiently integrate these clean, low-marginal-cost 
resources into power generation and thus help avoid their curtail-
ment. Machine learning approaches can use historical wind and solar 
data to improve forecasts. Additionally, machine learning techniques 
can simultaneously improve the prediction of customer demand, and 
therefore make it possible to more efficiently operate electricity mar-
kets that determine the schedule of power generation units, known as 
unit commitment.

Data can benefit not only new but also existing generation tech-
nologies. For example, reinforcement learning techniques could learn 
to operate components of a fossil-fueled power plant differently than 
human operators, creating strategies to adjust system controls that 
automatically optimize the reliability, greenhouse gas emissions, and 
fuel consumption of power plants. 

An overwhelming portion of power in most countries is generated 
by large power plants, but distributed generation is also growing signifi-
cantly. Distributed generation data is not dispatched by grid system oper-
ators and instead are allowed to inject power into the grid whenever it is 
produced. Small-scale solar power for the first time actualizes a two-way 
flow of power on distribution lines, making the modeling and manage-
ment of power flows far more complicated. Small-scale distributed solar 
photovoltaic capacity in the United States nearly doubled in two years, 
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from 7.3 gigawatts (GW) in 2014 to 13.2 GW in 2016. Utility scale solar 
grew even faster during the same period, from 8.7 GW to 19.7 GW.3 

As distributed generation grows, so will the uncertainty in the esti-
mates of how much electricity the grid needs to deliver to end users. A 
decade or more from now, distributed energy resources might reduce 
overall demands on the grid, for example by enabling locally managed 
microgrids that require minimal support from the central grid or the 
aggregation of large amounts of customer demand into virtual power 
plants that can help the grid balance supply and demand just as conven-
tional power plants do.

But even though such innovations will take place on a small scale in the 
coming years, distributed energy resources will probably first impose 
greater demands on system operators before they ultimately provide 
relief in excess of strain. Ensuring reliability by predicting (or rapidly 
responding to) rare, high-impact events will require adaptive statisti-
cal models to forecast customer demand curves that include informa-
tion on PMU readings of current and voltage and on generator outages 
and weather patterns, including wind forecasts and meteorological data 
related to cloud cover for solar estimation. System operators could even 
incorporate highly distributed data sources into their decision-making 
toolbox, including information from individual building smart meters 
and geotagged social media data, both of which may contain non-defini-
tive but suggestive information about the health of the grid.

With growth in power system uncertainty, the potential value of 
energy storage and optimized operation of distributed energy resources 
increases. Energy storage could eliminate the need to simultaneously 
generate and consume electricity, which could reduce the use of costly 
peaking plants. However, for energy storage systems to be most effective, 
their placement within the power grid needs to be carefully selected based 
on grid topology data and real-time operational data. The operation of 
energy storage systems could be jointly optimized to rebalance supply 
and demand while avoiding any increase in transmission line congestion. 

Electricity Consumption

Smart meters are a rich source of data on end-use consumption and 
numerous applications. Data on building-level energy consumption 
informs changes to the utility load curves, vital for capacity plan-
ning. Additionally, building-level smart meter data enables time-of-
use-pricing tariffs, demand charge management and reduction, and 
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improved nontechnical loss detection (i.e., theft). However, even 
more information could be revealed when predictive algorithms are 
applied to building-level smart meter data. The building-level energy 
data may be decomposed into appliance-level information through a 
process referred to as nonintrusive load monitoring, or energy disag-
gregation.4 This technique uses supervised learning to identify which 
appliances are in use in a building and how much energy they are con-
suming. The obvious application of such a technique is to automate 
building energy audits. However, this technology has numerous other 
applications. Device-level energy consumption data could be used 
to predict equipment failure, measure and verify demand response, 
and detect opportunities for improvements to building energy effi-
ciency. Utilities could use this information for market segmenta-
tion to better understand and meet the needs of customers and for 
improved estimates of appliance-specific load curves for long-term 
growth predictions. 

Building automation could be greatly advanced through these 
energy data analysis techniques. And IoT devices, such as smart ther-
mostats and appliances, could provide the data for improved effective 
home energy management and control systems. This information 
could be used either for energy use feedback to encourage energy-effi-
cient behavioral change or for automation. Automated control systems 
coupled with time-of-use pricing could further add value for both the 
customer (by enabling an energy arbitrage opportunity) and the system 
operator (by providing peak shifting).

Energy storage systems are a growing alternative option in auto-
mated building energy system management. Energy storage deploy-
ment beyond traditional pumped hydroelectric storage has grown 
significantly in the past few years as the cost of lithium-ion battery 
storage has dropped precipitously. The Tesla Powerwall lithium-ion 
energy storage system was one of the first commercially viable batter-
ies designed specifically for home energy storage. 

In most buildings, however, other sources of energy storage exist that 
have yet to be fully harnessed. Essentially, all thermal energy systems in 
a building store energy that is slowly dissipated over time. For example, 
heating, ventilation, and air conditioning (HVAC) systems heat the air 
in a building in winter for thermal comfort; if the air were heated to a 
higher temperature earlier, a properly controlled HVAC system would 
be able to shift energy consumption from peak hours to off-peak hours. 
Similarly, other thermal comfort systems, such as water heaters, could 
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also store electricity, subject to the obvious limitation that extreme 
shifts in temperature are not desirable. This broader class of energy 
storage systems could enable significant benefits for customers that use 
them for time-of-use price arbitrage or distributed solar integration; 
they also could benefit the grid by enabling customer demand response 
that helps balance grid supply and demand.

APPLICAT IONS OF DATA SCI ENCE 
EL SE WHERE I N T HE ENERGY SECTOR

Outside the electricity sector, data science is already transforming 
other aspects of how energy is produced, delivered, and consumed, and 
has the scope for even more far-reaching changes.

Transportation

Both electric and internal combustion vehicles are incorporating in-
vehicle sensors to monitor factors such as speed, braking, and fuel con-
sumption. These data on performance and operator behavior could 
provide feedback to the driver to improve driving systems or enable 
energy-efficient automation strategies in the future.

A particularly exciting possibility is that of data science harnessing 
electric vehicles to ease some of the strain on the electricity grid from 
the rise of intermittent renewable generation, because EVs can double 
as transportation vehicles as well as mobile batteries to back up the 
power grid. EVs are certainly on the rise; heralded by the emergence of 
Tesla, traditional auto manufacturers including General Motors, Land 
Rover, and Volvo have signaled a permanent shift away from internal 
combustion engines toward EVs and hybrids. And EV fleets offer a 
potential grid resource when not in use and when managed in aggre-
gate. Although companies such as Stem are building large stationary 
fleets of batteries to provide grid services, EVs could offer an alternative 
for energy or ancillary service resources. EV fleets, especially as auton-
omous EVs become more commonplace, could provide load balancing 
by moving to areas where the distribution grid is instantaneously con-
gested. Still, this feat will require a significant coordinated data collec-
tion and optimization platform, as well as dynamic pricing signals that 
are temporally and geographically granular to incentivize EV owners to 
deploy their vehicles as mobile batteries.
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Oil and Gas

In the oil and gas sector, data analysis techniques are being increasingly 
used for both exploration and production. In the exploration process, 
voluminous amounts of seismic data are collected and analyzed to 
determine the presence of oil and gas. Machine learning can be used to 
increase the accuracy of the process to determine whether a resource 
worth drilling for exists. For production, diverse datasets such as well 
logs, imagery data, and sensor readings could be used to produce more 
oil and gas and do so in a way that increases safety.

Energy Systems Planning

One of the greatest energy system challenges is the overall complexity 
and scale of the system. The energy sector is foundational to most human 
activity and has aspects that are both highly centralized (traditional elec-
tricity generation) and highly distributed (vehicle and building energy 
consumption). Therefore, many types of information are needed for 
planning purposes. Some of this information is publicly available in some 
locations (e.g., power plant locations and capacity in the United States), 
others are proprietary (e.g., transmission line locations in the United 
States), and some others are not available without access to survey data 
(e.g., village electrification rates in sub-Saharan Africa). For example, by 
using information on transmission line locations and village electrifica-
tion rate, specific villages could be identified as benefiting the most from 
electrification, and the optimal path toward electrification (grid connec-
tion, microgrid, or off-grid solar) could be determined. 

One approach to acquiring data at this scale would be to aggregate 
data from diverse public sources. Remote sensing data and satellite 
imagery offer a supplemental data science approach to acquiring data. 
Previously, satellite imagery has been used to estimate the amount of 
oil in large oil tanks, coal consumption from changes in coal pile height, 
and the trade of goods by watching container ships unload their wares. 
These techniques rely on object detection and analysis in imagery data, 
and can help find power plants, estimate the energy consumption of 
buildings, forecast traffic flows, provide insights into electrification 
rates of rural villages, and map out transmission lines.5  These analyses 
can be repeated whenever new imagery data becomes available, which 
for companies such as Planet could be daily at a global scale.
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CHALLENGE S

One of the greatest challenges facing most of these applications is the 
availability and the ease of access to data. Not all data can be made 
available, for several reasons, including proprietary status, being con-
sidered personally identifiable information, and logistical difficulties in 
the sharing process due to rigid and sometimes disparate storage sys-
tems. However, in almost every application, research and development 
(R&D) efforts require access to significant amounts of data to ensure 
the quality of the tools and insights that are produced. Establishing poli-
cies that enable streamlined data sharing for approved R&D purposes 
is a prerequisite for more democratized access to data. In many cases, 
access to data requires significant expense, which limits the number of 
people who can work on these problems. Increased access to open data 
sources coupled with deepened collaboration among policymakers, 
practitioners, and researchers will enable transformative innovation. 
Data science techniques applied to accessible energy systems data will 
help the work toward a cleaner, more accessible, more affordable, and 
more reliable future for global energy systems.
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The mechanical world of industrial machines and equipment is con-
verging with the digital world because of the commoditization of sen-
sors, affordable computing power and storage, smart software, and 
faster wireless connectivity. Companies in many industries, including 
energy, have started using new digital technologies and tools such as 
artificial intelligence (AI) and data science to improve their productiv-
ity, reduce costs, and increase customer satisfaction. Digitalization and 
AI can also speed the transition toward a cleaner electricity system in 
the United States and across the world by helping generate more renew-
able energy. But unaddressed legal, regulatory, and competitive issues 
could jeopardize the opportunity.

HOW ART I FICIAL I N TELLIGENCE  
CAN PROMOTE RENE WABLE ENERGY

Often called the industrial Internet of Things (IoT), machines today 
have been outfitted with dozens of sensors that produce massive 
amounts of data. But data alone does not create value. It needs to 
be combined with data science—the practice of extracting value or 
insight from data—to create actionable intelligence. AI is a promising 
new tool that can harness data to improve the operation of equipment 
by predicting when it will fail and enabling firms to better maintain it. 
Insofar as it makes renewable energy equipment cost less and produce 
more power, AI can make renewable energy a more attractive alterna-
tive energy source.

Applying Data Science  
to Promote Renewable Energy
Sunil Garg

Sunil Garg is an executive at Uptake Technologies Inc., a Chicago-based industrial AI software company 
that provides predictive analysis to major industries, including those in the power sector. The views pre-
sented are those of the author and do not necessarily represent the views of Uptake Technologies Inc.
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Uptake, a Chicago-based start-up at which I am an executive, ingests 
and normalizes data from industrial machines across a range of indus-
tries and combines that sensory data with additional contextual data 
such as weather. It then uses data science to generate insights and predic-
tions that technicians act on, leading to greater productivity, reliability, 
safety, and security. Currently, Uptake provides this service for nearly 
a dozen heavy industries, including owners and operators of renewable 
energy resources. As a start-up, Uptake faces enormous challenges in 
breaking into legacy industries dominated by incumbents. Nonethe-
less, Uptake’s AI technology in many cases has offered to incumbents 
benefits that outweigh the costs imposed by their preference to operate 
their machinery in traditional ways.

Reduced Costs 

Even though the unsubsidized levelized cost per megawatt-hour 
(MWh) of electricity from wind and solar power has dropped signifi-
cantly and is now lower than that from coal and nuclear, renewable 
sources still face competitive pressures.1 For example, some existing 
wind parks are producing less energy than preconstruction projections 
and will generate less revenue when the federal production tax credit 
for wind power output phases out at the end of 2019.2 For projects still 
under development, developers should achieve an extremely low cost 
per MWh of power produced by the finished plant, because potential 
buyers of the electricity are seeking to sign extremely low-cost contracts 
at energy procurement auctions.

Since March 2017, Uptake has been providing predictive insights 
to MidAmerican Energy for its wind turbine fleets, which total 
approximately five gigawatts (GW) of capacity. During the first few 
days of monitoring one of the sites in early 2017, Uptake’s software 
spotted anomalies and predicted the future failure of one turbine’s 
main bearing. The main bearing is a critical component of a wind tur-
bine; it helps hold up the rotating parts of the turbine and transmits 
structural loading to the tower. A technician indeed found problems 
with the main bearing, and a few hours of preventive maintenance was 
performed that cost approximately $5,000. That work helped avoid a 
surprise failure that would have resulted in several days of downtime, 
lost power production, and a costly repair, all totaling up to $250,000 
in lost value.
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Additionally, Uptake’s software incorporates weather predictions 
so that required maintenance can be performed when wind speeds are 
too low to generate energy. The company plans to incorporate energy 
market forecasts into its software to provide insights to operators 
so that their turbines are ready to produce power when the price for 
energy is high.

Increased Reliability

The ability to preemptively fix problems increases operators’ confi-
dence in the amount and timing of energy production, enabling them 
to sell more confidently in the day-ahead energy markets. It also allows 
utilities and grid operators to rely more on renewable energy genera-
tion and less on fossil fuel generation (coal, natural gas, and oil). In the 
past decade, almost every power plant to have been retired in the United 
States was powered by fossil fuels, and in 2018 an estimated 13 GW 
worth of coal-fired plants are scheduled to retire.3 For this trend to con-
tinue as renewable energy occupies a more material share of electricity 
than in the past, grid operators will need substantially more confidence 
in their projections of future renewable output in the absence of highly 
flexible conventional energy sources. 

Uptake’s AI has helped improve the reliability of wind turbines and 
thus enabled grid operators to regard wind turbines as a resource that 
they can count on to produce power. In one instance, Uptake found a 
wind turbine reporting no wind although it was near another turbine 
that was producing energy. Additional investigation revealed that the 
non-energy-producing turbine’s anemometer, the instrument used to 
measure wind, was miscalibrated. This error had prevented the control 
system from permitting the blades to turn and produce energy. By iden-
tifying the error, Uptake enabled the wind turbine to produce power 
when the grid operator’s weather forecasts would have predicted the 
turbine should be producing power, enabling the operator to count on 
the wind turbine as a dependable, rather than capricious, resource.

Increased Renewable Energy Production

Downtime, both planned and unplanned, is a big challenge for the 
industrial sector. It is also the most expensive and is especially costly for 
intermittent energy sources such as wind and solar. Each year, industries 
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across the globe lose $647 billion due to downtime.4 Eliminating down-
time increases overall renewable energy production. A January 2018 
report estimates that downtime in the current U.S. wind fleet prevents 
at least 12 terawatt hours of energy from being generated—enough 
energy to power 1.1 million homes, the equivalent of all the homes in 
Chicago, for a year. Producing this renewable energy would also reduce 
carbon dioxide emissions by 8.9 million metric tons per year.5

AI can be used to increase efficiency in thermal energy from con-
ventional power plants as well—generating more energy from a given 
amount of fuel—and thus reducing overall environmental damage. A 
2010 study by the U.S. Department of Energy’s National Energy Tech-
nology Laboratory found that increasing the efficiency of U.S. coal 
plants from 32 percent to 36 percent would help reduce 175 million 
metric tons of greenhouse gas emissions per year.6

HOW P OLICY CHANGE S CAN ADDRE SS 
ADOPT ION CHALLENGE S

Despite the promise of and early results from new digital tools such as 
AI and data science, several issues currently prevent wider adoption 
and greater generation of renewable energy generation. Uptake would 
better be able to serve its customers and promote renewable energy if 
policymakers pursued three initiatives.

Aligning Incentives  
for Utilities and Customers

Three Supreme Court cases from the twentieth century provide much 
of the modern-day framework for balancing the interests of investors 
in and consumers of utilities.7 While utilities are allowed to recover 
their operating costs, regulators have interpreted these court opin-
ions to allow for a “just and reasonable” rate of return on only capital.8 
Although well intentioned, this construal, which allows for only capital 
expenditures to receive a rate of return and narrowly defines capital, 
disincentivizes investing in new technologies that are not hardware 
focused. Computer hardware, such as servers and computers on-site, 
are generally counted as capital, but new digital tools that come in the 
form of software service or via the cloud are not.
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Lately, leaders at the federal and state levels have been paying atten-
tion to this challenge. On November 16, 2016, the National Association 
of Regulatory Utility Commissioners adopted a nonbinding resolu-
tion that calls for regulators to make “software procurement decisions 
regardless of the delivery method” and encourages “state regulators to 
consider whether cloud computing . . . would be eligible to earn a rate of 
return and would be paid for out of a utility’s capital budget.”9

Proposals in the U.S. Congress and in several states seek to promote 
digital tools that lead to greater renewable energy generation. Senator 
Angus King has proposed legislation that would require state regula-
tory authorities to consider broadening the scope of what expenses can 
be factored into rates, including performance-based incentive mecha-
nisms that lead to environmental and other benefits.10

Some states have also started to consider proposals or solicit feed-
back on modifying what is allowed to be included as part of their rate 
base, a measure of the capital investments that a utility’s shareholders 
have made and on which they can secure a rate of return by recovering 
customer rates. In 2017, a report issued by the Illinois Commerce Com-
mission found that current rules create “a disincentive for utilities to 
invest in new technology” and that “a strong consensus that current reg-
ulatory accounting rules have not kept pace with technological innova-
tion” exists.11 In New York, as part of its Reforming the Energy Vision 
effort, the New York Public Service Commission ruled in May 2016 that 
utilities can include the lease costs of software in their rate base.12

Wider adoption of these early proposals, along with new efforts, can 
remove barriers currently slowing the adoption of digital tools that can 
increase the prevalence of renewable energy. Congress should also pass 
legislation that encourages and incentivizes regulatory bodies to allow 
experimentation with digital tools that help create a cleaner grid.

Resolving Data Ownership and Access Disputes 

In recent decades, manufacturers of industrial machinery have tacked 
on maintenance service contracts along with sales of their machines to 
increase revenue and profit. Many machines, from construction trac-
tors to wind turbines, now have sensors and onboard computers that 
operate with proprietary software and generate data. Disputes have 
arisen, however, regarding the ownership of and access to this data and 
whether restrictions can be placed on machine owners and third parties.
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In 1998, Congress passed the Digital Millennium Copyright Act to 
update U.S. copyright laws for the digital age and to provide a frame-
work for protecting copyrights in software. The law prohibited users 
from circumventing technical measures to protect copyrighted mate-
rials. However, it also allowed exemptions to this prohibition to be 
granted every three years for cases in which users would be “adversely 
affected” by the law’s prohibition on circumventing technical mea-
sures.13 In 2015, the U.S. Copyright Office adopted an exemption that 
permits owners of land vehicles (such as tractors) to access data and 
electronic control units to the extent necessary to allow the diagnosis, 
repair, or modification of their vehicles.14 But the decision has only 
deepened the dispute, and the issue remains unresolved partly because 
of the narrowness of the exemption and the fact that it does not permit 
third-party access to the data.

The triennial rule-making proceeding for regulators to consider 
whether additional or wider exemptions are warranted is currently under 
way. Important arguments on both sides of this issue exist. Manufactur-
ers of industrial machinery often want to restrict access by customers and 
third parties to the data generated by these machines because the manu-
facturers believe they are best equipped to perform maintenance, that 
permitting customers and third parties to perform maintenance could 
open thorny liability issues, and because manufacturers have an exclusive 
right to the data by virtue of having manufactured the machine. Uptake, 
by contrast, believes that equipment owners will be best served if a flour-
ishing range of third-party firms—both start-ups and large companies—
can compete for the business of maintaining customer machinery at the 
lowest cost and the highest efficacy as possible. For the latter scenario to 
be fully realized, however, open access to data generated by any machine 
or equipment for third parties and owners is critical.

Addressing Cybersecurity Threats

Throughout history, technological and scientific progress have ushered 
in new opportunities. By the mid- to late-twentieth century, advances in 
nuclear technology led to the generation of abundant electricity. How-
ever, as the partial meltdown of the Three Mile Island nuclear facility 
near Middletown, Pennsylvania, in 1979 demonstrates, these opportu-
nities can come with significant risks too. Regulators mandated many 
changes, and the nuclear industry (following the Kemeny Commission 
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Report’s recommendation) established the Institute of Nuclear Power 
Operations (INPO). This organization has helped prevent another 
major meltdown from happening in the United States. The INPO helps 
promote nuclear safety and reliability through its facilitation of train-
ing, accreditation, information exchange, and technical assistance.15

As is true of nuclear power, IoT provides the opportunity to both 
generate more renewable energy and create a more reliable and secure 
world. However, machines and devices are becoming connected faster 
than they can be secured from cyberattacks. Cybersecurity breaches 
into information technology (IT) devices such as consumer devices are 
costly, but breaches of a growing subclass of IT hardware and software 
known as operation technology related to industrial equipment risk 
human life and national security. Most consumer software is widely 
tested and constantly updated, but the number of unique protocols in 
industrial software leaves it vulnerable to cyberattacks.

Leaders and companies in the industrial IoT should form a governing 
structure that proactively sets standards, provides technical assistance 
and guidance, and establishes best practices to prevent catastrophic 
cyberattacks. Much is at stake. These are issues of consequence and not 
simply convenience. Too many people depend on the machines that 
power homes, transport people, and make the modern world work. 
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Part III: Managing the Risks  
of Digital Innovations
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Before the advent of the internet, electric power systems were either not 
digitally networked (and thus relied on proprietary protocols owned by 
single organizations) or connected in the simplest of configurations. 
Unless a user was directly connected to the legacy electricity system 
through a dedicated terminal, it was difficult to disrupt the application 
running on the system. The lack of networking or limited knowledge of 
proprietary protocols made it nearly impossible for a remote hacker to 
connect to the legacy system, let alone disrupt it logically.

This security-by-obscurity model of legacy data communication tech-
nologies started to fall apart as Transmission Control Protocol/Internet 
Protocol (TCP/IP) became popular with the growing public interest 
in the internet. Although TCP/IP was developed in the 1960s, its use 
was limited to government and academia until the late 1980s. In 1990, 
the TCP/IP-based U.S. Advanced Research Projects Agency network 
(ARPANET), the National Science Foundation network (NSFNET), 
and the Defense Advanced Research Project Agency network (DARPA-
NET) merged to form the backbone of the public internet. 

At that time, TCP/IP became routable, allowing users to link to 
information systems remotely without a dedicated link between 
source and destination. An increasing number of economic sectors 
began to see the value of the TCP/IP to carry data traffic between two 
or more users and systems to support critical business functions. The 
electric power sector also started to leverage TCP/IP for its informa-
tion technology (IT) and operational technology (OT) data communi-
cation needs. The economic boom of the 1990s was largely based on 
the development of this communication and IT infrastructure. The 
business world started to migrate from analog- and proprietary-based 
digital communication systems to TCP/IP open standards-based sys-
tems for operational transactions.

Managing the Cybersecurity Risks  
of an Increasingly Digital Power System
Erfan Ibrahim
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The rise of TCP/IP led to the rapid deployment of low-cost, net-
worked distributed energy resources across the globe. Consumers of 
electricity turned into prosumers (producers and consumers) of elec-
tricity. Deregulation of the global electric sector allowed independent 
power producers (IPPs) to generate power and offer it in the energy 
markets by receiving pricing signals and sending telemetry data over 
TCP/IP-based networks to the power balancing authority. This put 
IPPs in competition with the regulated utility monopolies, in many 
cases lowering the cost of electricity to the end user.

The upsides of this digitalization and interconnection in the energy 
sector are apparent from economic, technological, and efficiency per-
spectives. Those benefits also come with drawbacks, however, such as 
cyber vulnerabilities, which threaten grid reliability and national secu-
rity. A network that links a legitimate remote user to a system can also 
link a remote hacker to the same system, potentially leading to disrup-
tion of the IT systems, sensitive data exfiltration, or proliferation of mal-
ware across multiple interconnected networks that can cause large-scale 
electricity outages. Additionally, legitimate users—with all the creden-
tials to access trusted systems—could become disgruntled and act as 
insider cyber threats. Finally, remote hackers could use sophisticated 
social engineering or phishing schemes to lure an unsuspecting user to 
provide access to sensitive data in IT or network management systems 
through emails containing nefarious web links and malicious code. 

Cyber threat vectors are evolving even faster than the digitalization 
of the energy sector. It is becoming difficult for power plant owners, for 
example, to embrace the high level of digitalization and interconnected-
ness that the wholesale power market requires of them to stay competi-
tive, while maintaining a healthy cybersecurity posture against insider 
and external cyber threats. The exponential rise in the number of net-
worked-nodes in the power grid—each with its own firmware vulner-
abilities—makes it hard to monitor the entire network for cyberattacks. 

The old cybersecurity architecture model was largely based on fire-
walls, antivirus servers, and intrusion detection software, and on pro-
viding free rein within the trusted network to an authenticated user. 
This model is no longer effective against insider threats or against exter-
nal threats that find a way into the trusted network through a backdoor. 
A new cybersecurity model is needed to protect against today’s fast 
evolving cyber threats. 
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CYBER GOVERNANCE AS T HE FI R ST LI NE  
OF DEFENSE FOR ELECTR IC P OWER  
SECTOR EN TERPR ISE S 

Electricity system asset owners, such as utilities, that rely on today’s 
digital communication technology to support their business functions 
need to develop and implement a comprehensive cyber governance 
regime in their organizations to avoid common cyber breaches from 
negligence, mismanagement, or lack of training. The U.S. Department 
of Energy (DOE) and the National Institute of Standards and Technol-
ogy (NIST) have developed cyber governance standards to help both 
enterprises in the energy sector and other industry verticals (i.e., trans-
portation, health care, and government) enforce a robust cyber gover-
nance regime within their business units. 

The DOE cyber governance standard is based on its Cybersecu-
rity Capability Maturity Model (DOE C2M2) and NIST’s standard is 
based on its Cybersecurity Framework (NIST CSF). DOE C2M2 has 
386 business process security controls defined across ten domains: risk 
management, asset change and configuration management, identity 
and access management, threat and vulnerability management, situ-
ational awareness, information communication and sharing, event and 
incident response, external dependency management, workforce man-
agement, and cybersecurity program management. The DOE standard 
provides a way of assessing an organization’s cybersecurity controls 
through four maturity indicator level (MIL) designations: MIL 0—no 
process; MIL—ad hoc process; MIL 2—managed process; and MIL 
3—adaptive process. An organization should strive for the highest MIL 
levels across its various cybersecurity controls.

Electric power utilities should undertake routine cyber governance 
assessments to ensure advanced levels of cyber maturity in handling 
digital technologies for a variety of businesses and organizations. The 
results of such assessments can provide prioritized action items to each 
utility so that both management and cybersecurity staff know the order 
in which security controls from the integrated model should be imple-
mented. The weight of each prioritized action item should depend on 
the centrality of the control (how many other controls depend on it) and 
the maturity level of the control (the lower the maturity level, the higher 
the priority for implementation). 
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DEFENSE -I N -DEPT H CYBER SECUR I T Y 
ARCH I TECTURE FOR DIGI TAL NET WORK S

In addition, utilities should pursue a defense-in-depth strategy to 
improving cybersecurity that creates multiple overlapping layers of 
protection. This paradigm is distinct from, and superior to, a strategy 
of simply fortifying the boundary around the electric power system and 
simply trying to keep intruders out. Instead, a cybersecurity architec-
ture that strives for defense-in-depth consists of four functional layers. 

The first layer of defense is a set of controls that ensure that only 
users with a legitimate organizational role and a bona fide need to 
access particular data or equipment are granted that access. This layer 
sets confidentiality requirements for the network that are enforced 
by authentication, role-based access control, and cryptography. All 
other data is either inaccessible by privilege rules or encrypted so that 
it cannot be used without formal authorization. Examples of tech-
niques to enforce such controls include firewalls with remote logins 
via virtual private networks between remote users and corporate fire-
walls, blocking or selective encryption of data in the enterprise, access 
control lists on switches limiting data traffic between network nodes, 
username/password locks on IT or OT applications, and digital cer-
tificates for authentication. 

Still, malicious actors could seek to breach the first layer of defense, 
at which point they will trigger the second layer. This layer seeks to 
detect malware signatures that have intruded into the network and take 
measures to restore network security. Such a second layer is common 
on the IT side of corporate networks and increasingly common on OT 
networks that are moving to TCP/IP and prone to malware originating 
from the public internet. Many products are commercially available in 
this space to implement a second layer of defense. For example, intru-
sion detection systems are available from Cisco, Juniper, NexDefense, 
N-Dimension, FireEye and Palo Alto Networks. NexDefense’s Integ-
rity product looks for anomalies in network connections and ports 
serving specific applications from certain IP nodes and alarms in the 
event of violations relative to expected network connections and proto-
col traffic between IP nodes. Products such as N-Dimension N-Sentinel 
go a step further by customizing their offerings for the electric power 
sector and detecting signatures for malware from power systems’ 
supervisory control and data acquisition SCADA protocols such as 
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DNP3, IEC 61850, Modbus, and OPC. Palo Alto Networks and FireEye 
use pattern recognition of cyberattacks to develop near zero-day attack 
protection (i.e., protection against an attack on a vulnerability that was 
previously unknown) for IT type malware proliferation. The second 
layer of defense is enough to provide situational awareness for IT secu-
rity systems and to protect against a limited set of nefarious behaviors 
on OT networks that leverage internet-based malware (an example is 
the breach that led to the Black Energy attack in Ukraine that knocked 
out large parts of the power system).

The first and second layers of security alone might fail to protect 
against insiders with network access credentials or an outsider who 
steals access control credentials to the power system but lays dormant 
for long periods. The latter is known as an advanced persistent threat 
and might perform nefarious activities on specific devices in the power 
system about which the actor has deep domain expertise and can dis-
rupt systems or exfiltrate data with great subtlety. Because this type of 
hack does not come with any malware that has a signature, the tools 
of the second layer of defense, which might be enough to safeguard IT 
systems but not OT ones, cannot catch it.

To guard against such threats, the third layer of security sets up con-
text-based intrusion detection and prevention capabilities. These capa-
bilities are achieved by setting up intrusion detection systems that can 
sit on inline taps (a method of monitoring a network) or hardware layer 
filters, and allow certain commands and values in a messaging proto-
col to be transmitted over the network but block others. Such systems 
understand the semantics and commands of the protocols that they are 
observing and check the messages and values relative to a set of rules 
set up by the operator. Firms that offer products that can implement 
the third layer of defense include Albeado, SUBNET, SecLab, CyberX, 
WaterFall Security, Indegy, and Radiflow.

Finally, the fourth layer of security is endpoint security, which 
protects against breaches targeting the equipment at the edges of the 
electric power network, whether customer appliances or electric grid 
distribution grid equipment. Implementations of this layer include fire-
walled virtual machines known as hypervisors, firewalls at the operating 
system level either directly installed on hardware or a virtual machine 
instance with an operating system, username and password protection 
on a software application, encrypted data stored on the end system with 
select keys for certain data fields, and tamper-resistant software that 
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alerts the system operator if the host application is compromised and 
auto-ejects from the network so it does not become a staging ground 
for a wider cyberattack. 

Endpoint security in power systems can go further into the realm of 
non-networked security. At the microprocessor level, the power system 
node is programmed to accept only certain commands in the SCADA 
protocol based on its function and to reject others. If the state of the system 
deteriorates, a self-restorative force in the endpoint enables a return to an 
acceptable range of values for variables like electric voltage, current, and 
phase. This type of security is not networked because this logic is pro-
grammed into the microprocessor and cannot be altered remotely. This 
precaution is critical to protecting high value power systems assets that 
could be targeted by insiders or advanced persistent threats.

PROTECT ION AGAI NST DATA PR I VACY 
BRE ACHE S 

The three main sources of customer data privacy vulnerabilities in 
energy systems exist at the source of the generated data (e.g., smart 
meters), during transmission of the data (e.g., from smart meters to 
utilities or third-party aggregator networks), and in data storage (at 
the utility or third-party aggregator meter data management system). 
Insider cyber threats at utilities, third-party aggregators, or external 
cyber threats using sophisticated social engineering skills could get 
access to customer data and steal, modify, or disrupt it for a variety of 
reasons. The result can be a public relations catastrophe in addition 
to possible legal and financial consequences for the energy systems 
asset owner.

Confidentiality of data in smart meters and during transmission can 
be protected with advanced encryption techniques on the smart meter 
and the advanced metering infrastructure network, from the smart 
meter to the meter data management system at the utility or third-party 
aggregator. The downside is that symmetric encryption key manage-
ment over large geographically distributed areas is a challenge—replac-
ing a compromised encryption key quickly and effectively is difficult. 
Encryption is often too resource intensive on the digital systems that 
are required to support it (i.e., memory, processing, and networking 
burden of encryption).
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If a power system asset owner carries out cyber governance assess-
ments of their critical business units and implements the four func-
tional layers of the cybersecurity architecture, they can mitigate the risk 
of data privacy breaches and protect customer data against theft, tam-
pering, or misuse from insider and external cyber threats. 
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The growing use of digital technologies in the energy sector raises 
questions about data protection, in particular personal data privacy and 
ownership, and also threatens to upend job markets.

Smart grids and digital demand response technologies rely on utilities 
or aggregators collecting vast quantities of consumer-specific, real-time 
energy use data. In the case of active management of behind-the-meter 
appliances in a smart home, this data includes records of personal energy 
use events, such as heating water for a shower or opening a refrigerator—
giving anyone who has access to the data a snapshot of householders’ 
daily routines and activities. How much information people are comfort-
able sharing with service providers, how confidentiality can best be pro-
tected, who owns this type of consumer-specific data (the individual who 
generates it or the service provider who collects it), and who can use or 
share data and for what purposes are becoming critical questions. 

Digitalization is changing work patterns and tasks, causing job losses 
in some parts of the energy sector and creating new jobs in others. 
Smart meters and coders are supplanting manual meter readers. Work-
ers supporting digital infrastructure need specialized information and 
communication technology (ICT) skills, including in cybersecurity, and 
many other workers now need basic ICT skills to operate digital tech-
nologies. However, digitalization is unlikely to replace the sizable labor 
force needed for major engineering and construction activity related to 
physical infrastructure such as grids and pipelines.

Still, despite these risks, digitalization also has the potential to bring 
enormous benefits, both for market liberalization and decarbonization. 
The November 2017 International Energy Agency (IEA) report on digi-
talization and energy, of which I was a coauthor and from which this 
essay draws insights, therefore, urges policymakers around the world 
to collaborate across borders and with the private sector to manage the 
risks of digital innovations while reaping their benefits.1

Managing the Economic and Privacy Risks 
Arising From Digital Innovations in Energy 
Jesse Scott
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R ISK S TO DATA PR I VACY AND DATA 
PROTECT ION AND OPT IONS  
TO M I T IGATE T HEM

Privacy poses challenges for the energy sector. Regarding data from 
smart electricity meters, consumers who wish to protect personal ano-
nymity are aware that detailed behind-the-meter energy data could be 
used to find out when buildings are empty. For industrial and commer-
cial consumers, demand response infrastructure that tracks energy 
use could reveal information about proprietary business practices and 
operations. Data breaches are a central issue affecting customer will-
ingness to use new services. 

At the same time, consumers and companies will sometimes want to 
share their energy data with third parties—such as in a marketplace for 
energy efficiency services. Providers also see opportunities to monetize 
energy use datasets, which could be a new revenue source. Utilities in New 
York State have proposed that regulators allow utilities to charge a fee for 
making granular, value-added data (such as aggregated customer usage 
information) available to local distributed energy resource providers.2

Energy companies are increasingly subject to stronger data protec-
tion regimes. The European Union’s General Data Protection Regu-
lation (GDPR), which came into force on May 25, 2018, introduces 
requirements for privacy and customer consent for data collection and 
use to be designed into all business processes for products and services. 
It also establishes a right to data portability, the transfer of personal 
data from one service provider to another. GDPR requires significant 
changes to business practices for many companies, including foreign-
based companies that collect or process the data of EU residents. Busi-
nesses will need to compile data records, understand what data have 
been stored, and how different departments are using customer data. 
They will also need to maintain a strong audit trail of permissions that 
customers have given for use of their data and how this information 
flows through an organization. Some businesses will need to hire a data 
protection officer. Meeting the standard will entail significant invest-
ment to implement process, personnel, and infrastructure changes.3

Elsewhere in the world, many older legal frameworks regarding pri-
vacy, consumer protection, and electronic communications do not ade-
quately establish up-to-date technical definitions. For example, in the 
United States, whether transmission of consumer energy usage data 
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over the smart grid is an electronic communication under federal law 
is unclear.4

Lack of clarity or robust protections could discourage consumers 
from participating in sharing digital energy information and therefore 
limit the potential for overall system efficiency and possibly lead to a 
consumer backlash. Viewed from an overall energy systems perspec-
tive, however, a strong public interest case exists for making aggregate 
data widely available. For instance, large datasets can provide insights 
for urban planners or allow researchers to investigate aggregate effi-
ciency opportunities that cannot be realized by individual consumers 
on their own. Privacy concerns need to be balanced with promotion 
of market innovation, the operational needs of utilities, and the wide-
ranging potential of the digital transformation of electricity.

Companies and policymakers can use technical tricks to balance pri-
vacy and innovation. Companies can make data anonymous by aggre-
gation so that private information cannot be attributed to a specific 
household. Another approach is to limit data granularity by adding a 
time lag, which makes it more difficult to track individual energy use 
events. In Germany, the law on smart meter data allows transmission 
of household data only every fifteen minutes; in France, ten minutes is 
considered enough for smart grid operations.5 

Policymakers also need to consider whether regulation should take 
an opt-in or an opt-out approach to customer authorization. Opt-in 
programs offer customers maximum protection and require affirma-
tive customer authorization for certain data to be shared. Opt-out 
programs, however, are more likely to favor mass participation in 
demand response markets. Alternatively, customers could be given a 
range of confidentiality options. “Minimum” customers could choose 
to participate only in enough data collection to enable core smart grid 
operations, such as load balancing and price formation. “Maximum” 
customers could agree to detailed data being made available for market-
ing purposes to commercial energy efficiency providers, the aim being 
to learn about possible savings. One example of an approach that offers 
both opt-out and opt-in components is a voluntary code of conduct for 
utilities developed by the U.S. Department of Energy and the Federal 
Smart Grid Task Force in 2015 that distinguishes between using opt-out 
schemes to collect primary data that can be “reasonably expected” and 
are crucial to more efficient grid operation, and requiring opt-in con-
sent to collect a more extensive set of secondary data.6
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Despite the risks, managing privacy and data protection has an 
upside. When companies and regulators approach the challenge 
intelligently and proactively, robust processes and systems can help 
strengthen customer communication. The UK information commis-
sioner emphasizes the opportunity for first mover companies to estab-
lish high trust and confidence in their digital products and services.7

Privacy is culturally specific, and each country faces different oppor-
tunities, priorities, cultural contexts, and circumstances. Few one-size-
fits-all answers exist. Consider three diverse jurisdictions: California, 
France, and South Korea. In 2016, French legislation established a broad 
concept of public interest data, enabling the government to request 
data from commercial entities to establish public statistics.8 Since 2011, 
California and South Korea have led the world in developing strong 
new privacy protections specifically for smart meter data. California 
requires utilities to encrypt usage data. These provisions have also been 
extended to internet service providers, financial institutions, and other 
businesses that could handle or receive smart meter data.9 South Korea 
has focused on setting robust limits on data collection, use, outsourc-
ing, disclosure, editing, searching, storage, and destruction.10 

R ISK S TO JOBS AND SK I LL S

In some ways, digital technologies are causing companies to retrain 
or replace parts of their workforce.11 For example, in the life cycle of a 
power plant, digitalization has the greatest effect on equipment, includ-
ing its manufacturing, siting, and operation and maintenance; by rais-
ing the productivity and reliability of the plant, digitalization therefore 
potentially reduces labor intensity. In thermal electricity generation, 
digitalization could change the tasks of existing operation and mainte-
nance of power plants, while creating new jobs in data science. In the 
renewables sector, robots can be used to clean solar panels and drones 
to monitor wind turbines. 

A large share of employment in upstream oil and gas is associated 
with initial field development. Digitalization and other innovations 
have helped lower costs and raise productivity, although reductions in 
employment are difficult to disaggregate from the wider effects of the 
lower oil price environment. The widespread use of 3D and 4D seismic 
analysis has reduced drilling needs but created new jobs in ICT that 
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require different skill sets and are often located in a different region 
from drilling operations. 

In the energy efficiency space, most jobs are involved with the ini-
tial labor (e.g., construction and refurbishment of equipment for build-
ing retrofits), and fewer jobs are associated with the operation of the 
equipment once installed. Installers and technicians working on the 
operations and maintenance of buildings, nonetheless, will likely need 
additional skills to deal with new technologies. Skills training could 
become a barrier to energy efficiency. 

Significant attention has been focused on the potential job losses 
autonomous cars and trucks could lead to. The United States alone 
has around 3.5 million truck drivers, 665,000 bus drivers, 230,000 taxi 
drivers, and at least 500,000 active drivers with the ride-sharing com-
panies Uber and Lyft. If technological change and adoption are rapid, 
digitalization could transform the transportation sector. However, 
public acceptance and the regulatory environment are as important 
as technology in determining the pace of deployment of autonomous 
vehicles, and because uncertainty over all three variables is substantial, 
the pace at which job displacement will occur is unclear. In fact, at the 
moment, the opposite of job displacement—increased hiring—appears 
likely, given that the International Transport Forum reports that the 
U.S. trucking industry already has a shortage of around fifty thousand 
drivers, which will grow to eight hundred thousand by 2030.12 Moder-
ate to high levels of automation in trucking, especially in the coming 
years, could be deployed to complement human drivers and help fill the 
shortage of available drivers, which would not cut into existing jobs but 
rather displace growth in jobs.

P OLICY RECOMMENDAT IONS 

Policymakers should work with energy industry experts, colleagues 
across departments, and their counterparts in other countries so that 
they can understand and better manage the risks of economic displace-
ment and privacy breaches arising from digital innovations in energy.

Participate in interagency discussions. Managing the risks of digital inno-
vation requires energy companies and energy policymakers to col-
laborate beyond the usual boundaries of the sector. Many jurisdictions 
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around the world are developing digital strategies for their economies. 
For example, since May 2015, the European Commission has delivered 
thirty-five legislative proposals and policy initiatives in its Digital Single 
Market Strategy.13 Policymakers in the energy field need to participate 
fully in government-wide decision-making about digital regulations 
and should actively work with colleagues across their governments to 
track the implications of digitalization and digital regulation for energy 
operations and business.

Build expertise. Energy policymakers need to remain well informed 
about the latest developments in the digital world: its nomenclature, 
trends, and ability to revolutionize a variety of energy systems (in both 
the short and the long terms). A major part of this endeavor consists 
of ensuring that energy policymakers have access to staff with digital 
expertise. Education policies and technical training to ensure an ade-
quate pool of relevant expertise for both the private and public sectors 
are critical. 

Learn from others. Each country is different in ways that are relevant to 
digitalization’s increasing effect on energy systems; nonetheless, les-
sons can be learned from the experiences of other regions and jurisdic-
tions. These lessons can include both successful case studies as well as 
cautionary tales. Useful collaborations and best policy-sharing can take 
place in a variety of forums, including a wide range of IEA Technology 
Collaboration Programmes.14
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Nikola Tesla and George Westinghouse would immediately recognize 
the fundamental architecture of today’s electric grid, which remains 
largely unchanged from its earliest days. Similarly, the policy and reg-
ulatory environment that surrounds the physical system is much the 
same today as it was at the outset. This system was not intended to be 
energy efficient, nor was it designed for distributed energy resources or 
intermittent renewable power. It is, in many respects, an analog system. 
But the power grid of the future will embrace the value of digitalization: 
it will permit dynamic balancing of electricity supply and demand and 
more activity by prosumers (consumers who also produce energy), and 
it will easily accommodate the intermittency of renewable energy.

Although technological challenges will need to be overcome to build 
this digital grid, the regulatory and policy regime developed along-
side the original grid architecture poses even larger challenges. In the 
same way that wind and solar power generation and storage have been 
attached to a physical system never designed for those resources, new 
policies are being incorporated into a regulatory regime intended to 
build yesterday’s grid. A new grid needs a fundamental change in the 
policies—most of which are decided at the state level in the United 
States. The good news is that lessons from other sectors of the economy 
can be applied to drive investor capital to build the new grid. 

Other capital-intensive industries have faced unrelenting global 
competition over the past four decades, especially as many have been 
deregulated. This competition has compelled capital-intensive indus-
tries—from airlines to automobiles and chemicals—to change by 
adopting new technology and embracing new business models. These 
changes have markedly improved capital efficiency, created savings, and 
increased value to customers.

For example, on the eve of deregulation, the U.S. airline industry had 
an average capacity utilization in the mid-50 percent range; thanks to the 

How State-Level Regulatory Reform  
Can Enable the Digital Grid of the Future
Richard Kauffman and John O’Leary
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adoption of dynamic pricing, technology-enabled route optimization, 
and other changes, the industry’s capacity utilization has climbed past 
80 percent.1 This improvement has meant much cheaper transportation 
costs, and the industry has never been safer. Similarly, the telecom sector 
demonstrates how an entirely new network can be built in little more 
than a decade. The U.S. government did not determine the number of 
modems or mandate a certain number of new switches. Instead, deregu-
lation allowed market forces to allocate capital and promote innovation. 

Meanwhile, the regulated power sector has remained mostly 
untouched by the forces that have driven innovation in the rest of the 
economy. The sector’s capacity utilization remains at about 50 percent, 
and customers pay all year long for a system that has enough power gen-
eration and delivery capacity built in to meet the highest few hours of 
customer demand in a year.

Although the regulated power sector will likely remain a natural 
monopoly for some time, fundamental change in state-level regula-
tion to build the new grid requires stripping away regulation that is not 
required today while opening the sector to forces that already prevail 
in other sectors of the economy. If this happens, the electricity system 
could transform dramatically, and digital innovations will be at the 
center of that transformation that enables a cleaner, cheaper, and more 
reliable and resilient power system. 

REMAK I NG U T I LI T Y FI NANCIAL I NCEN T I VE S

A regulatory construct known as the rate base underpins the utility 
business model across the fifty U.S. states and is a barrier to investment 
in innovation, digital or otherwise. The rate base is a measure of the 
capital that a privately owned utility has invested in infrastructure, and 
to enable utility shareholders to recoup those investments, state regu-
lators authorize utilities to collect rates from customers that cover the 
costs of paying off the infrastructure and also pay utility shareholders a 
rate of return to compensate them for investing their capital in the elec-
tric power system. Because customer rates cover the electric system’s 
costs plus a shareholder rate of return on infrastructure, this regulatory 
model is sometimes called the cost-plus model.

Under the cost-plus model, utilities have a direct disincentive to 
support digital innovation or even upgrade their internal information 
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technology (IT) infrastructure. The issue is that state regulators do not 
consider IT investments as traditional infrastructure investments, and 
therefore an IT investment would not increase the size of the rate base, 
on which shareholders receive returns; therefore, utility executives are 
less likely to invest in digital infrastructure for fear of reducing their 
shareholders’ return on equity. More insidiously, if strong IT capabili-
ties were to improve utility system operations and, by extension, iden-
tify ways to reduce capital expenditures (e.g., by avoiding investments in 
new poles and wires), then that efficient IT investment would shrink the 
utility’s revenues and profitability under the rate base construct. 

It gets worse. Hundreds of companies across dozens of industries 
cannot currently take advantage of the utility platform—both the physi-
cal electricity grid and the as-yet unbuilt IT system—to drive efficiency, 
improve operations, or provide more value to customers. The opportu-
nities range from developing self-sufficient energy microgrids that net-
work distributed energy resources, to intelligently deploying electric 
vehicles to help balance grid supply and demand, to enabling peer-to-
peer electricity trading facilitated by blockchain-based ledger account-
ing. All that third-party potential, which could decrease the overall cost 
and improve the value of the electricity network, is currently locked out 
of the system because utilities have no incentive to let them in. 

These promising approaches and many others, putting to work many 
technologies that exist today, can gain scale only if the utility provides 
a platform capable of orchestrating third-party technologies and busi-
ness models. And those capabilities will come into existence only if the 
utility has a financial incentive to provide them. Reformed utility finan-
cial incentives can create a pathway to innovation and deployment of 
the associated digital technologies that could yield enormous value to 
the energy system and its customers.

TAK I NG A NON -WI RE S APPROACH

The state of New York has sought to transform its electricity system 
and regulatory bodies into a laboratory of policy, economic, and techni-
cal innovation. The campaign to reimagine the energy system is called 
Reforming the Energy Vision (REV). One of the most promising and 
scalable examples to come out of REV is the non-wires approach. 
When confronted with a system “problem”—the growth of customer 
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electricity demand in a particular area of the network, or the need to 
replace or upgrade capital-intensive infrastructure—instead of default-
ing to a poles-and-wires rate base investment, New York utilities now 
have an incentive to work with the market in pursuit of cheaper, cleaner 
alternatives—and in most cases, those alternatives will take advantage 
of digital innovations. 

To make this possible, New York State has altered utility regulations 
so that across a variety of initiatives, utilities can earn a profit by retain-
ing a share of savings created for ratepayers. That savings can come 
from a wide range of activities, whether implementing a new IT system, 
deploying an intelligently operated battery project, or many other digi-
tal or physical technology approaches. Utilities are encouraged to make 
public requests for solutions from the private sector and evaluate the 
proposals based upon the savings they generate for customers—with-
out compromising goals such as electricity reliability—because cus-
tomer savings translate directly to utility profits. 

The Brooklyn-Queens Demand Management program is an illus-
trative example. In that program, the utility Con Edison solicited from 
the competitive market a $200 million portfolio of distributed energy 
resources to defer the construction of a $1.2 billion substation. This 
is no isolated example, however. Utilities across New York State have 
adopted the non-wires approach, and thirty-six non-wires projects in 
various stages are moving forward. These projects will yield billions 
of dollars in ratepayer savings, drive hundreds of millions of dollars of 
investment in distributed solutions, and save millions of tons of green-
house gas emissions (the four most advanced projects alone will avoid 
875,000 tons of carbon dioxide). Rolled out across the United States, 
the non-wires approach could yield billions of tons of carbon savings.

Migrating away from the rate base approach to shared savings com-
pensation is only part of the answer. Processes need to change as well, 
not only at the companies but also among regulators. Because utilities 
are concerned about regulators permitting the recovery of their costs 
through customer rates, they use requests for proposals (RFPs) for 
most procurements. Although this approach makes sense for purchas-
ing commodity equipment, it deters innovative companies from part-
nering with utilities: a company would not put forth its best ideas only 
to have them shopped to the lowest bidder.

The Con Edison Brooklyn-Queens examples demonstrates the bene-
fit of open-ended request for solutions (RFS) approaches. This approach 
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could be expanded beyond capital planning to other areas of grid opera-
tions, including seeking solutions to balancing load, integrating dis-
tributed energy solutions, or using demand side resources to balance 
intermittency of renewable resources. Rather than a technologically 
prescriptive RFP seeking the lowest bid on a predetermined approach, 
an RFS allows the utility planning process to benefit from open-source, 
market-driven innovation. An RFS makes available to the private sector 
a wider range of utility system data, and based upon that broader set 
of information, third-party companies can propose solutions that may 
contain innovative ideas otherwise not considered by the utility. 

To be clear, the broader use of these processes would require mean-
ingful change at the state-level regulator as well. The regulator of the 
future would need to evolve from judicial decision-making to market-
monitoring. As a practical matter given pace of technology change, 
without change in regulatory models and processes, regulators will find 
themselves increasingly reactive.

Again, because the current utility business model is both energy 
inefficient and financially inefficient, the new grid can be built and 
utilities can be offered attractive returns without increasing customers’ 
bills. The more savings the utility can deliver, the greater its share of the 
profit will be; this possibility could finally realign incentives to motivate 
innovation that benefits utilities and all customers. 

PROVI DI NG P OLI T ICAL OX YGEN

Migrating incentives in any large institution is difficult, but the energy 
sector presents unique challenges. The power system touches every-
one—including ratepayers but also more highly organized and vocal 
groups such as the business community, incumbent generators, utili-
ties, and environmental advocates.

One reason for the progress made in New York State under REV 
is that all involved groups were dissatisfied by the old system. Despite 
supply costs being historically low, customer bills were still climbing in 
response to increasing transmission and distribution costs; environmen-
talists and clean energy developers wanted more renewable energy more 
quickly; and fossil fuel plant operators were dissatisfied with short-term 
capacity payments supporting much of the generation fleet. In an envi-
ronment in which all parties are moderately dissatisfied, elected officials 
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can easily enact a policy intervention that costs no money, faces minimal 
political opposition, and has quick and visible results.

Policymakers should collaborate with and narrow the gap between 
the parties, particularly given that this issue of power sector regulatory 
reform enjoys broad popular support, creates economic development, 
fights climate change, and serves the public good. Reforming power 
sector regulatory constructs and processes to drive both capital and 
digital innovation to build the grid of the future could do all that.
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Many analysts have characterized the energy transformation taking place 
across the world in terms of three shifts: digitalization, decentralization, 
and decarbonization. The first—digitalization—is the linchpin that 
enables the other two, and in the process makes it possible for countries 
to achieve multiple policy objectives concurrently. This is a break from 
the conventional calculus of energy policymakers, who have traditionally 
found trade-offs when seeking to achieve energy security, economic com-
petitiveness, and environmental sustainability. Often, they give energy 
security and economic competitiveness precedence over environmental 
sustainability, to the detriment of clean energy deployment.

But the energy world is changing rapidly, and Singapore is also 
reviewing its long-term clean energy aspirations and efforts. Singapore 
plans to centrally integrate digitalization into its plan to further reduce 
the carbon footprint of its energy system while maintaining high levels 
of energy security and economic competitiveness. Doing so will require 
speeding digital innovations, and Singapore plans to be an international 
leader in fostering such innovations.

E X AM I N I NG SI NGAP ORE’ S  
CLE AN ENERGY GOAL S

Singapore’s recently submitted Intended Nationally Determined Con-
tribution (INDC) to the Paris Agreement seeks to reduce greenhouse 
gas (GHG) emissions intensity 36 percent (from 2005 levels) by 2030 
and stabilize emissions with the aim of peaking around 2030.1 Given 
that more than 90 percent of Singapore’s GHG emissions are from 
energy use, the INDC is a reasonable proxy for the country’s clean 
energy goals. These goals aim to minimize the costs of reducing GHG 
emissions, in addition to a range of other policy objectives. However, 

Lessons From Singapore’s Approach  
to Developing Clean and Digital  
Energy Systems
Hiang Kwee Ho



114 Digital Decarbonization

as a densely populated city-state, constrained in both space and natu-
ral resources, Singapore faces unique challenges in achieving its clean 
energy goals. 

On the supply side, natural gas is expected to remain the main fuel 
for power generation over the next few decades. Natural gas, combined 
with highly efficient combined cycle gas turbine power plant technology, 
accounts for 95 percent of the country’s generated electricity.2 Moreover, 
Singapore’s high-capacity liquefied natural gas import terminal can tap 
into cost-competitive gas supplies from almost anywhere in the world, 
thus ensuring flexibility in and security of supply. In fact, the terminal is 
developing enough capacity for the country to become a regional hub for 
natural gas. Singapore’s huge refining and petrochemical sector (largely 
based on petroleum) continues to pursue cleaner feedstock and energy 
options, including the use of energy-efficient cogeneration systems and 
environmentally benign bio-resources to produce clean renewable fuels 
in one of the largest bio-refineries in the world. 

Other than its world-leading municipal waste-to-energy efforts 
(largely through mass-burn incinerators), Singapore’s most promising 
domestic alternative energy source is the sun. Other low-carbon alter-
native energy options either cannot be practically harnessed (e.g., wind, 
marine renewables, biomass, hydropower) or are limited by safety con-
cerns (in the case of nuclear energy) for a small city-state. 

Singapore has introduced solar photovoltaic (PV) deployment initia-
tives over the last ten years, the public sector leading in the SolarNova 
program (using rooftops of public housing apartments, schools and 
government buildings, and reservoirs), which is projected to produce 
a 350 megawatt (MW) peak by 2020.3 Plans are under way to use other 
potential spaces for PV deployment, including temporarily vacant 
land (with mobile solar PV systems), coastal waters (which could be 
extremely challenging considering Singapore’s busy shipping and port 
activities), and building facades.4 PV deployment is targeted to reach 
1,000 MW by 2030. This capacity could satisfy around 15 percent of the 
country’s current peak electricity demand and around 2.5 percent of 
total electricity demand.5 Even these apparently modest contributions 
could result in Singapore’s having one of the highest solar deployment 
intensities (MW deployed per square kilometer) in the world.

On the demand side, all sectors are aggressively pursuing energy 
conservation and efficiency. Already, Singapore’s energy usage in 
the household, building, and transport sectors as well as some of its 



115Lessons From Singapore’s Approach

manufacturing subsectors are among the most efficient in the world, 
resulting in the country being ranked among the best performers glob-
ally in terms of carbon emissions intensity.6 Policies and regulations 
such as the Energy Conservation Act, Green Building Master Plan and 
Green Mark scheme, Green Data Centre Standard, and Land Trans-
port Master Plan strengthen the country’s energy efficiency efforts. 
The planned introduction of an economy-wide carbon tax in 2019 could 
further motivate and strengthen efforts to achieve these goals.7

USI NG DIGI TAL I NNOVAT IONS  
TO PROMOTE CLE AN ENERGY SYSTEMS

Even as a top-performing country in terms of energy and carbon emis-
sions intensity, Singapore can do more. Digitalization in particular 
offers immense opportunities to transform energy systems; in Singa-
pore, digitalization could maintain or improve desired levels of energy 
supply security, reliability, quality, flexibility, and resiliency while sig-
nificantly mitigating environmental harm. It could reduce the cost of 
providing clean, sustainable energy and electricity to a society that 
already enjoys a highly reliable electricity system. Not all risks and trade-
offs will disappear, but those that remain can be more intelligently and 
robustly assessed, managed, and solved thanks also to digitalization.

In line with this approach, Singapore has begun to invest substan-
tially in research, development, and demonstration to incorporate 
digitalization in its energy system. Much of the current effort is funded 
under the ongoing Urban Solutions and Sustainability program of the 
Research Innovation and Enterprise 2020 plan, which builds on efforts 
of the last decade, such as the Energy Innovation Research Program 
and the Clean Energy Research Program.

Digitalization of the power grid, supported by the significant perfor-
mance and cost improvements in technologies such as solar PV, batter-
ies (for power grids as well as electric vehicles) and other energy storage 
technologies, and bidirectional solid-state power converters and trans-
formers, will enable cost-competitive use and integration of variable 
renewable energy at much higher levels than Singapore’s current 
target. As a result, it will be possible to make further progress toward 
decarbonization of Singapore’s energy system without compromising 
other energy goals.
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Digital technologies will enable more flexible and efficient power 
generation (from both conventional as well as new generation tech-
nologies), smart cross-sectoral grids (which provide not only electric-
ity but also cooling and heat via multiple energy carriers), weather and 
solar radiation monitoring and forecasting, and high-resolution virtual 
city models that enable detailed spatial planning and design. Intelligent 
systems comprising smart sensors, meters and actuators, and robust 
and high-speed wired and wireless communications networks—which 
should support data- and information-sharing and be interoperable—
together with the application of data science tools will enable the com-
plex design, control, management, and optimization of the clean and 
smart energy system of the future.

On the demand side, multiple end-use application areas are already 
seeing their carbon footprints fall as a result of increased digitaliza-
tion, including in homes and buildings and across the transportation 
and manufacturing sectors. Smart design tools for buildings and their 
energy systems (including air-conditioning and rooftop solar systems) 
are enabling even more improvements in energy-efficient building 
design. Smart control and management tools are enabling the optimal 
operation and management of building energy systems that take into 
account engineering knowledge of plant performance (e.g., efficiency 
of chillers at different loads), building space usage and occupancy, and 
external factors such as weather and outdoor air quality. In the future, 
smart transport systems could optimize energy efficiency through 
smart design, operation, and management of an integrated land trans-
port system. Such a system would rely primarily on the mass rapid tran-
sit) and bus systems and derive ancillary support from mobility-sharing 
services (using electric and autonomous vehicles), and highway and 
road monitoring and management systems.

In many areas, energy supply and demand can no longer be treated as 
separate sectors to be independently optimized. For example, increased 
electrification of transport (e.g., as more electric vehicles are sold) and 
heating (as more customers use electric heat pumps) necessitate an inte-
grated approach to designing and operating the energy system. The use of 
embedded cogeneration, integrated poly-generation, and multi-energy 
and low-carbon-energy district systems to enhance system efficiency, 
reduce overall costs, and minimize carbon emissions requires deep 
understanding both of energy supply and demand and of how the differ-
ent technologies interact and integrate. Optimization at the systems level 
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should take precedence over optimization of subsystems or individual 
technologies. Digital technologies will play a critical role in enabling sys-
tems optimization and overcoming inherent complexities and risks.

At the planning and design level, increasingly intelligent energy 
modeling and analysis techniques that incorporate techno-economic 
(bottom-up), macroeconomic (top-down), and integrated assessment 
approaches (e.g., considering wider land, water, resources, and climate 
issues) will provide important insights into extremely complex energy 
systems at national, sectoral (e.g., power systems, buildings, and trans-
port sectors), city, and district levels. A strong understanding of energy 
demand services in terms of energy form and quality (e.g., electrical, 
heating, or cooling) and their temporal and spatial characteristics will 
be essential to enable the optimal matching and choice of candidate 
supply, transformation, distribution, and end-use conversion technolo-
gies to meet these demand services.

EMBEDDI NG ENERGY DIGI TALI Z AT ION  
I N TO T HE BROADER SMART NAT ION VISION

Complementing the efforts and initiatives specific to clean energy, the 
Singapore government, in partnership with the private sector and the 
civil society, has embarked on more general digitalization initiatives. 
The Smart Nation initiative is a useful case study of a comprehensive 
strategy to achieve rapid digitalization, in addition to making progress 
toward other energy and transport policy goals.8

Several overarching laws have been introduced to support the Smart 
Nation initiative. These include the Personal Data Protection Act of 
2012, the Computer Misuse and Cybersecurity Act (amended in 2017), 
and new data-sharing and security provisions under the 2018 Public 
Sector (Governance) Bill. Policy agencies in Singapore recognize the 
challenge of enabling the use and disclosure of data to support tech-
nological progress and innovation while protecting personal data and 
privacy, and ensuring cybersecurity, especially in the government, 
banking, and energy sectors. Intensive efforts are under way to build 
capabilities in data analytics and cybersecurity that will support efforts 
in both the public and private sectors.

The government is implementing several infrastructure and innova-
tion platforms and programs to support the goals of the Smart Nation 
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initiative. These include the Next Generation Nationwide Broadband 
Network, which seeks to provide ultra-high-speed broadband access to 
all physical addresses; the Smart Nation Sensor Platform, a sensor and 
data collection initiative; Virtual Singapore, a 3D city modeling and col-
laborative data platform; and AI Singapore, an initiative to enhance the 
country’s artificial intelligence capabilities.

To facilitate interoperability of digital devices and systems, standards 
for network system architecture, communications, and security pro-
tocols are being developed. Regulatory sandboxes, meant to be intro-
duced for a limited duration and limited location or boundary across 
domains and sectors, are being tested outside existing regulations to 
facilitate learning, policy, and regulatory innovations. 

LE ADI NG REGIONALLY AND GLOBALLY  
ON DIGI TALI Z AT ION I N T HE ENERGY SECTOR

Digitalization is playing an increasingly important role in Singapore’s 
recent efforts to develop and use more clean energy. So far, the country 
has focused primarily on its own efforts, seeking cost-effective clean 
energy strategies and measures across the entire energy system. Devel-
oping a more sustainable and clean energy system to meet global chal-
lenges such as climate change and creating new business opportunities 
in clean energy technology will require Singapore to look beyond its 
borders—and not just for imports of fossil fuels.

Today, Singapore depends on energy imports because it cannot meet 
domestic energy demands with only domestic supplies. On the supply 
side, Singapore lacks substantial fossil fuel resources or the expanses of 
land needed for extensive solar PV deployment. On the demand side, in 
addition to the energy needs of its industrialized economy, Singapore 
also needs substantial energy to mitigate its water supply insecurity, for 
example by using energy-intensive desalination technology. As a result, 
Singapore is a substantial importer of fossil fuels from regional and 
global markets.

But through international cooperation, Singapore could tap into 
the significant clean energy resources of the Association of Southeast 
Asian Nations (ASEAN) region and beyond. Digitalization could help 
in planning, designing, analyzing, and subsequently managing and opti-
mizing a complex regional energy system, such as the ASEAN Power 
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Grid, which is expected to enhance electricity trade across borders 
and provide benefits to meet the rising electricity demand and improve 
access to energy services in the region.9

Developments are encouraging. Singapore’s government and public 
sector are willing to lead the various aforementioned initiatives and to 
help ASEAN build a network of smart cities and create new opportuni-
ties in the digital space. The private sector is also responding strongly—
multinational corporations, large domestic enterprises, small and 
medium enterprises, and start-ups all recognizing the role of digitaliza-
tion in enhancing business performance, energy efficiency, and energy 
management. Companies such as Siemens, Envision, Linde, Schneider 
Electric, and SPGroup are establishing centers of excellence and digita-
lization hubs that will serve not only Singapore but also the region and 
the world. 

Singapore has thrived because of its openness to trade, investments, 
and talent. It has used strong political will and pragmatic analysis to 
forge bilateral and multilateral agreements with partners all over the 
world that benefit itself and its partners. Singapore can do the same in 
regional energy integration and collaboration beyond its borders, and 
digitalization could help achieve this.
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